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ABSTRACT. Ecosystems can undergo regime shifts that potentially lead to a substantial decrease in the availability of provisioning
ecosystem services. Recent research suggests that the frequency and intensity of regime shifts increase with growing anthropogenic
pressure, so understanding the underlying social-ecological dynamics is crucial, particularly in contexts where livelihoods depend heavily
on local ecosystem services. In such settings, ecosystem services are often derived from common-pool resources. The limited capacity
to predict regime shifts is a major challenge for common-pool resource management, as well as for systematic empirical analysis of
individual and group behavior, because of the need for extensive preshift and postshift data. Unsurprisingly, current knowledge is
mostly based on theoretical models. We examine behavioral group responses to a latent endogenously driven regime shift in a laboratory
experiment. If  the group exploited the common-pool resource beyond a certain threshold level, its renewal rate dropped drastically. To
determine how the risk of such a latent shift affects resource management and collective action, we compared four experimental
treatments in which groups were faced with a latent shift with different probability levels (0.1, 0.5, 0.9, 1.0). Our results suggest that
different probability levels do not make people more or less likely to exploit the resource beyond its critical potential threshold. However,
when the likelihood of the latent shift is certain or high, people appear more prone to agree initially on a common exploitation strategy,
which in turn is a predictor for averting the latent shift. Moreover, risk appears to have a positive effect on collective action, but the
magnitude of this effect is influenced by how risk and probabilities are communicated and perceived.
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INTRODUCTION
There is growing evidence that ecosystems at different scales can
experience so-called regime shifts: large, abrupt, and potentially
persistent changes in system structure and dynamics (Folke et al.
2004, Biggs et al. 2012). These shifts can have major impacts on
bundles of produced ecosystem services crucial for human well-
being (Millennium Ecosystem Assessment 2005, Stern 2007,
Crépin et al. 2012). Moreover, recent research suggests that the
frequency and intensity of ecosystem regime shifts will increase
as climate change becomes more drastic and other sources of
anthropogenic forces become more acute (Steffen et al. 2004,
Millennium Ecosystem Assessment 2005, Rockström et al. 2009).
There is growing understanding about drivers of regime shifts,
their impacts on ecosystems, and how those impacts link to
human well-being (see, e.g., Scheffer et al. 2001, Gordon et al.
2008, Rocha et al. 2015, and the Regime Shifts database, http://
www.regimeshifts.org, for an overview of case studies). However,
empirical research on how people deal with the possibility that
their actions may induce ecosystem regime shifts, affecting the
flow of ecosystem services, has to our knowledge gained only little
attention in the scientific literature. We examine the role of
uncertainty associated with human-induced ecosystem regime
shifts with a negative influence on local ecosystem service
availability. We addressed the following research question: How
does the risk of a latent endogenously driven undesirable
ecosystem regime shift influence user group exploitation
strategies (resource management) and collective action?  

Regime shifts occur when the values of key ecosystem variables
cross critical thresholds, either because of external pressures or
endogenous processes as in this study. The critical threshold value
leading from one regime to another often differs from that leading
back to the initial regime. This is called hysteresis and results from

the presence of internal feedback loops that maintain the new
regime, making the shift difficult to reverse (Biggs et al. 2012). We
conceptualize the flow of services from the local ecosystem to the
resource users and the interventions of the resource users in the
ecosystem, including resource use and management, as a coupled
social-ecological system (Berkes and Folke 1998). Recognizing
and studying these dynamic social-ecological linkages are
particularly relevant in contexts in which livelihoods depend
heavily on resource flow from local ecosystems and substitution
opportunities are rare. In such contexts, regime shifts can threaten
livelihoods (Turner et al. 2003). Provisioning ecosystem services,
e.g., fish or irrigation water, are often derived from so-called
common-pool resources (CPRs; Cárdenas 2009). CPRs are
characterized by nonexcludability, and the resource units are
subtractable; typical examples include fisheries or irrigation
systems (Ostrom 1990). Therefore, we focused on a CPR
management situation in which avoiding regime shifts depends
on successful local collective action.  

The ecosystem regime shifts considered in this study are latent
and endogenously driven in the sense that only group action, i.e.,
overexploitation, could trigger them; and they are undesirable
because of their negative influence on the availability of a
commonly used and managed provisioning ecosystem service.
There are many uncertainties associated with the dynamics of
ecosystems, because they are complex and adaptive (Levin 1998).
In general, the predictability of ecosystem dynamics is limited
(Hastings and Wysham 2010). Because of hysteresis, the impact
of factors influencing an ecosystem response may differ
significantly at two different points in time, depending on previous
events (Holling 1987, Wilson 2002). Assessing the existence of
thresholds and anticipating regime shifts are often associated with
large uncertainties (Scheffer et al. 2001). Techniques to detect
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regime shifts in time have recently been developed (e.g., Biggs et
al. 2009, Brock and Carpenter 2012, Lade and Gross 2012,
Scheffer et al. 2012), but it is unclear whether such early warning
signals appear early enough to implement management actions
and avoid regime shifts (Biggs et al. 2009). The ecological
uncertainty can translate into risks for resource users dependent
on the ecosystem. To our knowledge, current understanding of
the mechanisms underlying CPR management under risk of
ecosystem regime shifts stems mostly from theoretical models.
Thus, this empirical study fills an important research gap.  

We continued the empirical work started by Lindahl et al. (2012,
2014) on collective action in the face of latent endogenously driven
ecosystem regime shifts by introducing uncertainty or more
specifically, risk, because this is a typical feature of regime shifts.
Lindahl et al. (2012, 2014) investigated experimentally how user
groups in a commons dilemma respond to latent endogenously
driven ecosystem regime shifts by comparing two experimental
treatments, one involving a simple resource dynamic without a
threshold, i.e., no threshold treatment, and the other resource
dynamics with an abrupt and drastic drop in resource renewal
rate beyond a critical threshold in the resource stock, i.e.,
threshold treatment. They found that groups facing a latent
regime shift manage the CPR more efficiently than groups facing
simple resource dynamics. The threat of reaching a critical
threshold through their own actions appears to trigger more
effective communication, i.e., making agreements, which leads to
stronger commitment for cooperation, more knowledge sharing
within the group, and consequently more efficient resource
management.  

That empirical work complements recent theoretical work in
economics on CPR management in the face of ecosystem regime
shifts. Mäler et al. (2003) demonstrated that the existence of latent
regime shifts in lakes can complicate lake management and that
noncooperation can trigger undesirable regime shifts. Crépin and
Lindahl (2009) found examples where latent regime shifts could
cause overexploitation or underexploitation of common
grasslands. These results were derived from theoretical
mathematical models and thus were based on rationality
assumptions. For example, users either cooperate or they do not.
When users cooperate, it is further assumed that the resource is
managed optimally (so-called group rationality). When they do
not cooperate, each user makes a management plan, including all
possible game states, and sticks to that plan, i.e., follows an open-
loop Nash strategy. Theoretical studies focusing on optimal
management also show that ecosystem regime shifts result in
considerable management challenges (e.g., Brock and Starrett
2003, Crépin 2003, 2007). Optimal regulations may depend on
past actions, and mistakes can be difficult to correct (Levin et al.
2013). However, all these contributions are based on assumptions
of full knowledge of ecosystem dynamics without uncertainty.  

Polasky et al. (2011) studied the impact of latent endogenously
driven regime shifts on optimal management and suggested that
in the presence of such shifts, and under certain conditions, an
optimal management strategy would be precautionary action and
reduced harvesting pressure to reduce shift probability. In
commons dilemmas, however, resource users make individual
management decisions and do not act as a single decision-making
unit. Some experimental studies in social psychology have

investigated how resource users in commons dilemmas react to
uncertainty regarding resource stock size and/or regeneration
rate, so-called environmental uncertainty (Messick et al. 1988).
Studies focusing on resource stock size uncertainty show that
experiment participants, i.e., subjects, request significantly more
from the resource pool with increasing uncertainty about its size
(Budescu et al. 1990, Rapoport et al. 1992, Gustafsson et al. 1999).
Hine and Gifford (1996) replicated these results in a framed
experiment with a group of subjects who managed a fishery over
several seasons, considering also regeneration rate uncertainty.
The dynamic nature of that experiment, i.e., past decisions
influenced current and future conditions (path dependency),
contrasts with the repeated single-trial games used by Budescu et
al. and shows that the effects of environmental uncertainty can
be extended to dynamic and more realistic games (Hine and
Gifford 1996).  

The bulk of experimental work on commons dilemmas originates
from the work of Ostrom (1990) on the governance of CPRs; see
Ostrom et al. (1994) on the so-called CPR baseline game. These
CPR experiments are mostly performed by experimental
economists and interdisciplinary researchers, and usually focus
on institutional aspects (Sturm and Weimann 2006) of the
dilemma, thereby ignoring potentially relevant ecosystem
characteristics. A notable exception is the work of Walker and
Gardner (1992), who early went beyond a static ecological
environment. They extended the CPR baseline game by including
path dependence, so that past choices influenced the probability
of CPR destruction in the following round, to investigate how
this affects resource management efficiency. They found that
resource destruction prevailed, in most cases quite rapidly.  

Ecological complexities have only recently been taken into
account in this strand of work (Cárdenas 2009, Poteete et al. 2010)
to better approximate key linkages of complex social-ecological
systems (Ostrom 2009, Anderies et al. 2011). For example, Janssen
et al. (2010) and Janssen (2010) introduced spatial and temporal
dynamics, whereas Cardenas et al. (2013) introduced
endogenously driven resource dynamics. Osés-Eraso et al. (2008)
compared exogenous, i.e., environmental, and endogenous, i.e.,
human-induced, resource scarcity; Moreno-Sánchez and
Maldonado (2010) examined contrasting resource states, i.e.,
abundant versus scarce; and Kimbrough and Vostroknutov (2013)
determined the effects of differing resource replenishment rates.
The experimental design developed by Cardenas et al. (2013) and
used by Castillo et al. (2011) and Prediger et al. (2011) in different
field contexts also includes spatial variability, in that subjects
made two binary decisions, e.g., one about where to harvest and
the other about how much to harvest. Locations with excessive
harvest pressure experienced temporary resource degradation (no
depletion), which is costly to reverse. Although not explicitly
stated by the authors, this could be interpreted as a regime shift.
Overall, these studies demonstrate unsuccessful management
because the resource in both locations degraded and did not
recover. In some cases, however, Prediger et al. found that groups
managed the resource more carefully to avoid degradation, an
effect they attributed to cultural and ecological factors the
subjects face in reality. It is important to note that only three of
the above-mentioned studies (Janssen 2010, Janssen et al. 2010,
Moreno-Sánchez and Maldonado 2010) permitted communication
in some treatments between subjects, and only the studies by
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Table 1. Experimental design.
 

Treatment 1:
Threshold†

Treatment 2:
High risk

of threshold

Treatment 3:
Medium risk
of threshold‡

Treatment 4:
Low risk

of threshold

Probability
of threshold

1.0 0.9 0.5 0.1

Description Subjects knew that there
was a threshold.

Subjects were presented with two different resource dynamics scenarios, a logistic type (A)
and one that entailed a threshold (B). They knew the probability of either being played.

Number of groups§ 20 [7/13] 21 [7/14] 23 [5/18] 20 [10/10]
Number of subjects 73 77 87 70

 
†This treatment is identical with the threshold treatment in Lindahl et al. (2012, 2014).
‡This treatment is identical to the threshold uncertainty treatment in Schill (2012).
§Numbers in squared brackets indicate number of groups with three/four subjects.

Janssen and colleagues involved stochastic resource dynamics. To
our knowledge, the present study is the first to focus on the factors
that enable CPR users to maintain desirable ecological conditions
under the risk of latent endogenously driven ecosystem regime
shifts in a setting in which communication is allowed.  

To test our research question, we used a framed laboratory CPR
experiment that extends the design developed by Lindahl et al.
(2012). We introduced three risk treatments and compared those
with the threshold treatment of Lindahl et al. This allowed us to
explore group behavior in the face of a latent endogenously driven
regime shift with four different probability levels: 0.1, 0.5, and 0.9
(risk treatments) and 1.0 (threshold treatment).

EXPERIMENTAL SETTING

Experimental design
Our laboratory experiment consisted of a CPR request game (see
Budescu et al. 1992). Apart from its dynamic nature and the
inclusion of complex ecological dynamics, i.e., threshold and
hysteresis effect in resource dynamics, this game features some
distinct characteristics that distinguish it from other CPR games:
The framing is not neutral in that the task and information given
to subjects are not abstract but rather resemble field context; i.e.,
the subjects are asked to harvest units of a renewable resource
instead of collecting tokens (see Harrison and List 2004 for a
taxonomy of experiments). Furthermore, and perhaps the most
distinctive characteristic, subjects are allowed to communicate
face-to-face from the start and at any time, rather than being
restricted to a communication stage after the decision round.
Discussions are not restricted in terms of time or content. Subjects
can disclose and/or discuss their individual harvest rates and agree
on a common exploitation strategy. Moreover, to approximate an
infinite time horizon, the subjects do not know the exact number
of rounds to be played, only that the experiment session lasts a
maximum of two hours. Ostrom et al. (1994) used a similar
approach. These choices stem from our intention to mimic field
conditions as closely as possible. Because we intend to bring this
experimental design to the field, we used pencil and paper instead
of a computer-based experiment in this application (Janssen et
al. 2014). For a more detailed description of the design, see
Lindahl et al. (2012).  

In all four experimental treatments (see Table 1 for overview), a
group of subjects managed a renewable CPR. The only aspect
that differed between treatments was the probability level (0.1,
0.5, 0.9, 1.0) with which the groups faced a threshold in the
resource dynamics of the CPR. Following Schill (2012), we
introduced the risk of a threshold by showing the subjects in the
risk treatments the resource dynamics (using figures and tables;
Appendix 1) of two different scenarios (A and B; Fig. 1a, b) and
informed them that one of those scenarios was being played with
a given probability. Subjects were also told that the scenario was
selected ex ante by flipping a coin (0.5 probability treatment) or
making a random draw (0.1 and 0.9 probability treatments).
Subjects in the threshold treatment (1.0 probability) were
presented only with the resource dynamics of scenario B.  

Figure 1a shows the resource dynamics of scenario A, which is a
discrete version of the logistic growth function. This scenario
entails only smooth changes in the regeneration rate, i.e., no
threshold. Scenario B includes a threshold in the resource
dynamics (Fig. 1b). If  the stock size decreases from one round to
the other, e.g., from 20 to 19 units, the regeneration rate decreases
from 7 to 1. Because of a hysteresis effect, which we incorporated
because it often occurs in regime shift dynamics, this decrease is
not only drastic, but also persistent. To regain a regeneration rate
of 7 units, the resource stock needs to be rebuilt to 25 units or
more, i.e., the group cannot harvest anything for 5 rounds
(compare the black and grey bars in Fig. 1b).  

In all treatments, groups started with the maximum possible
resource stock size of 50 units. Over a number of rounds, they
extracted resource stock units worth SEK 5 (≈ EUR 0.50/USD
0.70) each.

Experimental procedure
The experiment was conducted at the Swedish Royal Academy of
Sciences, Stockholm, Sweden, between May 2010 and December
2013 and involved 307 subjects recruited from the Stockholm
University campus. Each subject was randomly assigned to a
group of four subjects, but when only three subjects showed up,
we ran the experiment anyway and tested the effect of group size.
Each subject participated only once and in only one of the four
treatments. They received a show-up fee of SEK 150 (≈ EUR 16/
USD 22) in cash, paid privately at the end of the experiment
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Table 2. Subject pool characteristics.
 

Threshold treatment High-risk treatment Medium-risk treatment Low-risk treatment

Average group age 28.39 (1.70) 25.16 (0.49) 25.66 (0.41) 25.85 (0.79)
Average group gender composition† 0.63 (0.07) 0.35 (0.06) 0.39 (0.05) 0.5 (0.06)
Average individual earnings in SEK (group
level)‡

180.58 (9.92) 176.63 (8.23) 167.68 (8.18) 177.00 (8.61)

Nationalities§ 65.5% European (26% Swedish), 26.9% Asians, 5.5% North Americans, 1.7% Africans, 0.3%
Australians

Weird group index† 0.71 (0.40) 0.80 (0.21) 0.61 (0.27) 0.73 (0.29)

Note: Standard error in brackets.
†These variables are dichotomous on individual level (female = 1; subjects from a Western, educated, industrialized, rich, democratic [weird] country
= 1 [see Henrich et al. 2010], European, North American, and Australian subjects = weird).
‡SEK 1.00 corresponds to EUR 0.11/ USD 0.15. Average earnings plus show-up fee (≈ EUR 36/USD 49) provide students on Stockholm University
campus with lunch for about a week. Given the relatively low income of our subjects, the cost of suboptimal decision making was quite high for most
of them. Hence, the fact that the part of the reward that is not tied to actual decisions (show-up fee) is relatively large is likely to have had no
substantial influence on the results.
§N = 290. We had instructions available in both Swedish and English. As soon as there was one subject in the group that did not speak Swedish, the
experimenter only permitted communication in English.

Fig. 1. Graphical illustrations of the resource dynamics of
scenario A (a) and B (b) as presented to the experiment subjects.
Graph (a) represents a discrete version of the logistic growth
function. Graph (b) shows a resource dynamics that entails a
threshold, i.e., there is a drastic and persistent drop in the
regeneration rate (at a resource stock size of 20 units). In both
scenarios, minimum stock size is set to 5 and maximum to 50
resource stock units. The maximum sustainable yield is set to nine
units and the regeneration rate changes by steps of five units. The
“hump” between 10 and 15 resource stock size units in scenario B
(b) resembles a second steady state of the resource dynamics.
Subjects in the threshold treatment were presented with scenario
B (b) only; subjects in the risk treatments were presented with
both scenarios and a probability of either scenario being played.

together with the individual earnings, which varied between SEK
55 and SEK 248 with a mean of SEK 176 (≈ EUR 19/USD 26).
See Table 2 for average earnings per treatment and information
on their significance for students in Sweden. We gathered 20
groups (73 subjects) for the threshold treatment, 21 groups (77
subjects) for the high-risk treatment, 23 groups (87 subjects) for
the medium-risk treatment, and 20 groups (70 subjects) for the
low-risk treatment (see Table 1). See Table 2 for general
characteristics of the subject pool.  

On arrival, the subjects were seated around a table, signed a
consent form, were informed about what would happen in the
following maximum two hours, and were given the instructions
to read (see Appendix 1). Afterwards, the experimenter went
through an example with the group and remaining questions were
clarified.  

The subjects were instructed that they each represented a fictive
resource user and that they, together with other group members,
had common access to a renewable resource stock. They were told
that the experiment would last several rounds and that in each
round they were to make an individual, private decision on how
many units they would like to harvest and record that on a form
(see Appendix 1). Individual decisions were anonymous in that
subjects were not allowed to show each other what they had
written down on the form, but because there were no restrictions
with respect to communication, they could orally disclose their
individual harvest rates.  

After each round, the experimenter calculated the total group
harvest and the new stock size to be disclosed to the group. The
subjects knew that as long as there were units to harvest, the
experiment would continue for a number of rounds. In that case,
the experimenter stopped the group after 14 rounds. In case of
resource stock depletion, which happened if  the group’s total
harvest exceeded the available resource stock size, the game ended
and the payment to each subject in that round was based on each
subject’s harvest share of the group’s total harvest in that same
round (see equation in Instructions; Appendix 1).  

After the experiment, the subjects filled out a questionnaire (see
Appendix 2). Apart from the usual demographic questions (age,
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gender, nationality), they were asked whether they knew someone
in the group from before. They were also asked to indicate, on a
five-point Likert scale (Likert 1932), to what extent they
disagreed/agreed with statements about their understanding of
resource dynamics and about various factors known from the
literature to be relevant for cooperation in commons dilemmas.
The Likert scale ranged from one (strong disagreement) to five
(strong agreement). Table A3.1 in Appendix 3 lists the
questionnaire variables selected. The experimenters also took
notes during the course of the experiment, for example, on the
exploitation strategies groups decided on or reasons for
depletion.  

We also ran a risk game to explore the risk preferences of our
subjects. We performed 4 treatments and gathered 253
observations (see Appendix 4).

Formulating hypotheses
The outcome of this dynamic CPR game for one group was one
of several alternatives. For example, the group could cooperate
and maximize its joint returns, which is the optimal and most
efficient outcome. Here we followed Lindahl et al. (2014) and
measured efficiency as the share of actual joint earnings over the
maximum possible. This optimal and efficient outcome occurred
if  the group harvested 25 resource stock units in the first round,
and thereafter 9 units per round, corresponding to the maximum
sustainable yield, as long as each group member believed that the
game would continue for 1 more round with sufficiently high
probability. Note that this was true for all treatments. If  the stock
fell below 25 units for some reason, the optimal strategy for
eventually obtaining large harvests again was to let the resource
recover until it reached 34 units and then to harvest 9 units in
subsequent rounds (see Table A5.1 in Appendix 5 for optimal
claims per stock size).  

Another outcome was the other extreme, whereby the group
depleted the resource entirely at some point. In between these two
extremes were potential outcomes in which the group
overexploited the resource and perhaps even crossed the potential
threshold. In other possible outcomes, total exploitation could be
less than the optimal exploitation level. Thus, we defined
overexploitation, or tragedies, as exploitation above the optimal,
and vice versa for underexploitation. If  the group overexploited
the resource to the point at which they crossed the potential
threshold, the tragedy was more severe because the drop in the
regeneration rate was significant and persistent. We called these
two types of overexploitation modest overexploitation (stock size
20-24) and severe overexploitation (after crossing the potential
threshold). Note the adjective “potential” added to the latter
definition, an important distinction because we were interested
in whether groups would risk crossing the potential threshold
while not knowing which scenario they were actually playing. In
all but the threshold treatment, the actual conditions of the
experiment were revealed to the subjects on crossing the potential
threshold, so that treatment uncertainty was resolved. Our main
variable of interest was whether or not groups crossed the
potential threshold.  

Following Lindahl et al. (2014), we formulated hypotheses, based
on repeated game theory methods, to guide the analysis of the
results. See Appendix 6 for the underlying intuition and proofs of
hypotheses.

Hypothesis 1
Hypothesis 1 was that the higher the probability of a threshold,
the fewer cases of severe overexploitation. In other words, we
expected fewer groups to cross the potential threshold.  

If  groups fully used the communication opportunity and
cooperate, then it was rational for the group to follow the optimal
group strategy and not cross the potential threshold, regardless
of treatment. It can be debated, however, whether cooperative
groups really display this type of group rationality. We defined a
cooperative group as one able to reach agreement with respect to
its exploitation strategy for the entire experiment and with the
agreements followed by all group members, i.e., with no cheating.
This implies that only groups that communicate can be classified
as cooperative groups. However, it does not include whether a
cooperative group actually manages the resource optimally.
Furthermore, because all members of a cooperative group agreed
on a common exploitation strategy, we expected inequality among
the individual earnings (Gini coefficient of individual earnings)
to be very low.

Hypothesis 2
Hypothesis 2 was that cooperative groups would be equally
unlikely to cross the potential threshold. This hypothesis hinges
on the theoretical prediction that cooperative groups follow the
optimal strategy, regardless of treatment. This means that we
expected cooperative groups to be equally efficient in their CPR
management, regardless of treatment. Apart from this theoretical
prediction, testing this hypothesis was of interest because Lindahl
et al. (2014) found that cooperative groups react more or less
rationally, i.e., optimally, depending on treatment, with
cooperative groups facing simple resource dynamics (no
threshold) being less efficient than groups facing resource
dynamics with certainty about a threshold (threshold treatment,
as used in this study).  

The predictions we made depended on our assumptions about
our subjects. Our hypotheses built on an expected utility
framework, whereby subjects were assumed to behave as if  they
could correctly assign and interpret the probabilities associated
with different relevant outcomes and could choose the action that
maximized their expected utility based on these probabilities.
Moreover, we assumed our subjects were risk-neutral. Assuming
that our subjects were risk averse, the quantitative predictions
associated with hypothesis 1 might change (see Appendix 6).
However, the qualitative predictions, which were what we could
and did measure, would not change. As described above, a risk
game can be used to explore subjects’ risk preferences.

RESULTS
The results of the risk game reveal that, depending on treatment,
71%-77% of subjects were neither extremely risk averse nor
extremely risk seeking. Hence, there was no convincing evidence
for changing the prediction of hypothesis 1.

Overall harvest patterns and face-to-face communication
Figure 2 shows time series of resource stock size after group
harvest and before growth for each group by treatment (a-d) for
the first 14 rounds. The overall harvest patterns in all four
treatments were relatively similar: For some rounds or the entire
game, some groups underexploited the resource, i.e., resource
stock size of >25 units; some achieved a resource stock size of
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Table 3. Comparison of proportions and averages across the four treatments for all groups and cooperative groups only.
 

Threshold
treatment

High-risk
treatment

Medium-risk
treatment

Low-risk
treatment

p (Kruskal-Wallis test or
χ²/Fisher’s exact test)†

All groups

N 20 21 23 20 --
Proportion of crossing
potential threshold cases‡

0.10 0.29 0.26 0.40 0.192

Proportion of modest
overexploitation cases

0.15 0.29 0.09 0.25 0.329

Proportion of
depletion cases

0.05 [0] 0.19 [0.25] 0.13 [0.67] 0.30 [0.83] 0.196

Proportion of groups with
agreement in round one

0.95 0.86 0.78 0.60 0.052

Average Gini coefficient
(individual earnings)

0.025 (0.064) 0.062 (0.098) 0.036 (0.070) 0.050 (0.084) 0.141

Average efficiency 0.835 (0.160) 0.720 (0.241) 0.752 (0.191) 0.667 (0.228) 0.041
Average understanding
of resource dynamics§

4.513 (0.457) 4.389 (0.547) 4.265 (0.642) 4.388 (0.361) 0.517

Cooperative groups

N 16 9 17 9 --
Proportion of
cooperative groups

0.80 0.43 0.74 0.45 0.022

Proportion of crossing
potential threshold cases

0.00 0.00 0.06 0.22 0.180

Proportion of modest
overexploitation cases

0.19 0.33 0.06 0.22 0.323

Proportion of cooperative
depletion cases

0.00 0.11 0.06 0.33 0.051

Average Gini coefficient
(individual earnings)

0.003 (0.003) 0.007 (0.015) 0.004 (0.004) 0.007 (0.015) 0.888

Average efficiency 0.857 (0.158) 0.874 (0.075) 0.804 (0.129) 0.705 (0.155) 0.033
Average understanding
of resource dynamics§

4.578 (0.397) 4.537 (0.334) 4.368 (0.458) 4.602 (0.291) 0.464

Note: Standard error in brackets. Proportion of cooperative depletion cases in square brackets. See Table A3.1 in Appendix 3 for a description of
the variables used.
†Kruskal-Wallis test used to compare averages across treatments and χ²/Fisher’s exact test used to compare proportions across treatments (see
Appendix 3 for information on statistical analysis).
‡Across the four treatments, the proportions account for 22 groups, of which 11 depleted the resource stock soon after having crossed the potential
threshold (see Table A3.2 in Appendix 3 for reasons for depletion for each group).
§Self-reported variable, obtained from postexperimental questionnaire (see Appendix 2).

25-29 units, for which the regeneration rate was highest, in every
round of the game; and a few groups moderately overexploited
the resource, i.e., resource stock size of 20-24 units.  

As Figure 2 also shows, some groups depleted the resource stock:
one group in the threshold treatment, four in the high-risk, three
in the medium-risk, and six in the low-risk treatment. Of these 14
depletion cases, 8 happened in agreement (see Table 3), a typical
reason being that the group thought that the game would end
soon (see Table A3.2 in Appendix 3). This result differs from that
of other CPR games, in which lack of cooperation is the most
usual explanation for resource stock depletion.  

Although given the opportunity for face-to-face communication,
subjects did not always take advantage of it. In fact, one group
did not communicate at all during the whole course of the game,
and another four groups did not talk in the first couple of rounds.
The main topic of the communication was the common

exploitation strategy. Other less frequently discussed topics were
when the game might end and whether one could trust the others
to act as agreed. From the forms and the experimenter notes, we
could deduce that 80% of the groups agreed on a common harvest
strategy in the first round; they took the opportunity to
communicate and this was effective in that agreement was
reached. We call this variable “group agreement round one” (see
Table 3 for proportions across treatments). Note that it refers only
to agreements made in the first round and that it does not imply
that everyone actually followed the agreement. See Appendix 3
for the statistical analysis and all variables used.

Exploitation beyond the potential threshold
Our main variable of interest was whether groups crossed the
potential threshold, i.e., severe overexploitation. We found two
cases in the threshold treatment group, six cases each in the high-
and medium-risk treatment groups, and eight cases in the low-risk
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Fig. 2. Time series of resource stock size after group harvest
and before growth for the threshold treatment (a), high-risk
treatment (b), medium-risk treatment (c) and low-risk
treatment (d). Data points below the red dashed line (potential
threshold) indicate severe overexploitation, i.e., crossing of the
potential threshold. Note that a group that crossed the
potential threshold and depleted the resource stock in the same
round was not classified as a group that severely overexploited
the resource. Bear in mind also that these graphs do not say
anything about whether the groups that crossed the potential
threshold actually played scenario B. Some groups in the
threshold treatment followed the exact same strategy, and this is
why there appear to be fewer than 20 time series in graph (a).
Four groups in graph (a) and one group in graph (d) played
fewer than 14 rounds; therefore the time series stops earlier.

treatment group (see Fig. 2). Of the 22 groups, 10 actually played
scenario B, and 3 of these 10 groups rebuilt the resource stock to
a higher regeneration rate, i.e., reversed the regime shift. To test
hypothesis 1 (the higher the probability of a threshold, the fewer
cases of severe overexploitation), we used a logistic regression
(Maddala 1983) with severe overexploitation as the dependent
variable and treatment dummies as predictors. To exclude the
possibility of differences between treatments being because of
treatment group characteristics other than the probability level
of the threshold, we controlled for group size, age, gender, and
nationality, i.e., the weird index. The weird index tests the effect
of group composition in terms of subjects being from Western,
educated, industrialized, rich, democratic (weird) countries (see
Henrich et al. 2010; 1 = all subjects are weird). We added this
control to our analysis because there is evidence that results of
behavioral studies can vary considerable between “nonweird” and
“weird” subjects, the latter being the standard subject pool in
behavioral studies (Henrich et al. 2010). We classified European,
North American, and Australian subjects as weird. Moreover, we
controlled for whether groups agreed on a common harvest
strategy in the first round. Table 4 shows the results, which indicate
that there were no treatment effects, i.e., the number of cases of
severe overexploitation did not depend on the probability level.
Hence, we could reject hypothesis 1. We also tested whether the

introduction of uncertainty, i.e., risk, per se affected whether
groups crossed the potential threshold by pooling the risk
treatments together and comparing them with the threshold, i.e.,
certain, treatment. This did not change the results. We found,
however, that the likelihood of crossing the potential threshold
was negatively related to group agreement in round one. More
specifically, the predicted probability of crossing the potential
threshold for a group with an agreement in round one (given that
all other predictors are set to their mean value) was only 11%.

Table 4. Logistic regression results on crossing the potential
threshold.
 
Variable Crossing potential threshold

Coef. (Std. err.)

Constant 0.043 (2.725)
High-risk treatment 1.456 (1.159)
Medium-risk treatment 1.173 (1.092)
Low-risk treatment 0.721 (1.069)
Group agreement round one -3.340*** (0.841)
Group of 4 subjects -1.008 (0.662)
Average age -0.011 (0.086)
Gender composition† 1.429 (1.306)
Weird index† 0.922 (1.286)
LR χ² 31.27***
Pseudo R² 0.324
N 84

Note: The dependent variable crossing potential threshold (severe
overexploitation) is a binary variable (value 1 denotes that group
crossed the potential threshold). See Table A3.1 in Appendix 3 for a
description of the variables used.
†These variables are dichotomous on individual level (female = 1;
weird = 1).
***p < 0.01; **p < 0.05; *p < 0.1.

As Figure 3 shows, there were 9 cooperative groups in the low-
risk, 17 in the medium-risk, 9 in the high-risk, and 16 in the
threshold treatment (see Table 3 for relative proportions). These
cooperative groups (note that they are endogenously determined)
achieved an even distribution of earnings by following one or a
mix of the following approaches: (1) equal individual harvests in
each round or (2) a rotating scheme to keep the total individual
earnings equal (see Table A3.2 for group-specific information).
As expected, there was no significant difference with respect to
the Gini coefficient in individual earnings of the group members.
To test hypothesis 2, we compared cases of severe overexploitation
among cooperative groups in the four treatments. As Figure 3
shows, in the threshold and high-risk treatments, none of the
cooperative groups crossed the potential threshold, in the
medium-risk treatment there was one, and in the low-risk
treatment two (see Table 3 for proportions). We found that as
expected, cooperative groups were equally unlikely to cross the
potential threshold (using Fisher’s exact test), independent of
treatment. Hence, we were unable to reject hypothesis 2. Please
note that when cooperative groups crossed the potential
threshold, this happened in agreement, as for cooperative
depletion. This, in addition to our theoretical results, provides
evidence that cooperation can be seen as a necessary but not
sufficient condition for sustainable resource management in our
setting.
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Fig. 3. Time series of resource stock size after group harvest
and before growth for each cooperative group of the threshold
treatment (a) with N = 16, high-risk treatment (b) with N = 9,
medium-risk treatment (c) with N = 17, and low-risk treatment
(d) with N = 9. Data points below the red dashed line (potential
threshold) indicate severe overexploitation, i.e., crossing of the
potential threshold. Note that a group that crossed the
potential threshold and depleted the resource stock in the same
round was not classified as a group that severely overexploited
the resource; this applies only to one group in graph (d). Bear
in mind also that these graphs do not say anything about
whether the groups that crossed the potential threshold actually
played scenario B. Three groups in graph (a) played fewer than
14 rounds and therefore the time series stopped earlier.

Evaluating efficiency
On comparing the average efficiency achieved between all four
treatments, we found significant differences (Kruskal-Wallis test,
p = 0.041), which are only because of a significant difference
between the threshold and low-risk treatments (with Bonferroni
correction, p = 0.073). Table 3 shows exact values and Figure 4a
compares average efficiency achieved over time, including all
groups. Considering cooperative groups only, we again found
significant differences (Kruskal-Wallis test, p = 0.031). This
contradicted our expectations regarding group rationality. Thus,
although there were no differences between cooperative groups
with respect to crossing the potential threshold, they were not
equally efficient in resource management. The significant
differences in this case were also because of a significant difference
between groups in the threshold and low-risk treatments, the latter
being significantly less efficient. In addition, this difference also
emerged between the low-risk and high-risk treatments. The
average efficiency achieved was higher for cooperative groups in
all treatments (Fig. 4b), with the most distinct increase in the high-
risk treatment (from 0.720 to 0.874; Table 3). Note that we found
no differences between the treatments, considering all groups and
only cooperative groups, regarding understanding of resource
dynamics in self-reported values from the postexperimental
questionnaire (see Table 3).  

Figure 3 offers some clues that the higher overall efficiency
achieved by the high-risk treatment groups compared with the

low-risk groups appears not to have been because of less
overexploitation, but to less underexploitation. A Pearson’s chi-
square test confirmed this: comparing cases of resource stock size
after harvest above 29 resource stock units, cooperative groups in
the low-risk treatment underexploited the resource significantly
more than cooperative groups in the high-risk treatment (p =
0.000). This indicates that the efficiency measure should be used
with care in this case, because it masks some effects by not allowing
differentiation between underexploitation and overexploitation.
In particular, the latter could lead to a disastrous regime shift,
while underexploitation does not. Moreover, for the risk
treatments, the efficiency measure also included rounds after the
uncertainty resolution; hence, any actions taken by the subjects
after this resolution were difficult to interpret. For those reasons,
our main variable of interest was whether the groups crossed the
potential threshold.

Fig. 4. Comparison of average efficiency achieved given the
current resource stock size over time between all four
treatments for all groups (a) (N = 20 for threshold treatment; N
= 21 for high-risk treatment; N = 23 for medium-risk
treatment; N = 20 for low-risk treatment) and for cooperative
groups only (b) (N = 16 for threshold treatment; N = 9 for
high-risk treatment; N = 17 for medium-risk treatment; N = 9
for low-risk treatment).

Exploring predictors for avoiding regime shifts
Many previous studies show that cooperation has a positive effect
on sustainable resource management, and we are able to confirm
this. Figure 5 compares the average resource stock size after
harvest for cooperative groups (b) and the remaining
noncooperative groups (a). It is clearly apparent that cooperative
groups maintained, on average, a resource stock size above the
potential threshold, in contrast to noncooperative groups. A
Pearson’s chi-square test confirmed that only cooperative groups
refrained from crossing the potential threshold (p = 0.000).
Moreover, the logistic regression used to test hypothesis 1
indicated that group agreement in round one significantly
decreased the likelihood of crossing a potential threshold.
Therefore, we explored predictors for initial communication and
for cooperation, both of which were endogenously determined.
We conducted two logistic regressions, each using a different
dependent variable: group agreement round one, model (1) in
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Table 5. Logistic regression results of group agreement in round one and cooperative group.
 
Variable Model (1a) -

Group agreement round
one

Model (1b) -
Group agreement round

one

Model (2a) -
Cooperative

group

Model (2b) -
Cooperative

group

Coef. (std. err.) Coef. (std. err.) Coef. (std. err.) Coef. (std. err.)
Constant -0.601 (2.227) -0.975 (0.775) -1.044 (1.859) -1.103 (1.746)
High-risk treatment 1.512* (0.872) 1.688** (0.851) -0.078 (0.672) -0.101 (0.641)
Medium-risk treatment 0.984 (0.767) 0.908 (0.748) 1.151* (0.681) 1.164* (0.671)
Threshold treatment 2.665** (1.275) 2.357** (1.152) 1.357* (0.757) 1.369* (0.743)
Know others from before 0.581 (1.094) 0.783 (0.785) 0.798 (0.784)
Group of 4 subjects 0.916 (0.626) 0.858 (0.614) 0.174 (0.513) 0.185 (0.509)
Average age -0.045 (0.079) 0.028 (0.065) 0.025 (0.063)
Gender composition† 1.640 (1.222) 1.997* (1.178) 0.034 (0.961)
Weird index† 1.121 (1.197) -0.189 (0.915)
LR χ² 15.10* 13.93** 11.35 11.31*
Pseudo R² 0.178 0.165 0.101 0.1005
N 84 84 84 84

Note: The dependent variables group agreement round one and cooperative group are binary variables (value 1 denotes that a group made an
agreement in round one or was classified as a cooperative group). According to a likelihood ratio test, the reduced models (1b) and (2b) lead to
significantly better fit (test results for Model (1): LR χ² = 1.17, p=0.76; Model (2): LR χ² = 0.04, p=0.98). See Table A3.1 in Appendix 3 for a
description of the variables used. Other model specifications are available upon request.
†These variables are dichotomous on individual level (female = 1; weird = 1).
***p < 0.01; **p < 0.05; *p < 0.1

Fig. 5. Comparison of average resource stock size after harvest
over time between all four treatments for noncooperative
groups (a) (N = 4 for threshold treatment; N = 11 for high-risk
treatment; N = 6 for medium-risk treatment; N = 10 for low-
risk treatment) and cooperative groups (b) (N = 16 for
threshold treatment; N = 9 for high-risk treatment; N = 17 for
medium-risk treatment; N = 9 for low-risk treatment). Data
points below the red dashed line (potential threshold) indicate
severe overexploitation. Data points between a resource stock
size of 25 and 29 units indicate that in those rounds the groups
achieved on average a regeneration rate of 9 units, the highest
possible.

Table 5; and cooperative group, model (2) in Table 5. In addition
to treatment dummies, we included a dummy for group size and
variables to control for age, gender, and nationality (weird index)

in the groups. We also controlled for whether subjects knew each
other before the experiment, because this could have influenced
initiating communication and cooperation in particular, because
of the specific communication design. As model (1b) in Table 5
shows, the odds of group agreement in round one are positively
related to the threshold and high-risk treatment and to groups
with a higher proportion of females. These results suggest that
the threshold and high-risk treatments and gender composition
were not good controls for the first regression we used, in which
crossing the potential threshold was the dependent variable. See
the Results section on exploitation beyond the potential
threshold. We ran a two-stage logistic regression in which we used
the predicted values from the model (1) regression in the first
regression (crossing potential threshold). We found that group
agreement in round one was still significant, suggesting that the
threshold and high-risk treatments, as well as gender composition,
had an indirect effect on whether or not groups crossed the
potential threshold. As Model (2b) in Table 5 shows, the odds for
cooperative groups were positively related to the threshold and
medium-risk treatments.

DISCUSSION
Abundant empirical evidence (e.g., Tversky and Kahneman 1974)
suggests that in complex and uncertain decision problems, as in
our experiment, the assumptions that underlie expected utility
theory are highly questionable. In such situations, decision makers
typically violate the principles of expected utility maximization
and rely instead on shortcuts or heuristics, which are sometimes
systematically biased (Tversky and Kahneman 1974). Empirical
cognitive research suggests that people generally have problems
with interpreting probabilities. For example, people tend to
systematically overweight small probabilities and underweight
large and moderate probabilities (Kahneman and Tversky 1979,
Tversky and Kahneman 1992). Such a bias can explain why we
observed no distinct difference between the low-risk and high-risk
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treatments regarding severe overexploitation, in contrast to our
theoretical predictions and the number of cooperative groups.
Another potential explanation could, of course, be our particular
face-to-face communication design. We allowed communication
at all stages of the game, and subjects were seated around a table
and could look into each other’s faces. We found that once a group
made a decision on a common harvest strategy and followed it
for a few rounds, individuals would not break this group
agreement easily. Hence, we should perhaps not be surprised to
find no distinctive difference between the high-risk and low-risk
treatments regarding severe overexploitation and cooperative
groups. This design feature might also explain the large number
of cooperative groups we found in general, across all four
treatments.  

However, our particular face-to-face communication design
cannot explain why the medium-risk treatment (0.5)
outperformed the high-risk treatment (0.9) with more cooperative
groups. Another common bias could explain why the medium-
risk treatment stood out: people tend to judge probabilities by the
ease of association to relevant examples. This is referred to as
“availability” (Tversky and Kahneman 1973) and may explain
why disproportionately high weight is assigned to more easily
remembered information. Recall that in the medium-risk
treatment, the probability of a threshold was described as flipping
a coin, a procedure with which most people are familiar, can relate
to, and can use as a reference when assigning a probability weight.
A 50/50 chance of a threshold can then be viewed as very likely.
In comparison, a probability of 0.9 (or 0.1) is much harder to
relate to and to assign an accurate probability weight to.  

We found no differences between the high-risk and low-risk
treatments regarding the number of cooperative groups. However,
there were differences in efficiency; i.e., group rationality did not
hold. This was not because the low-risk treatment induced more
overexploitation, although that would be expected because
deviations from the optimal strategy in the direction of
overharvesting were more costly in the high-risk treatment.
Instead, cooperative groups in the high-risk treatment
underexploited the resource significantly less than groups in the
low-risk treatment. They anchored their decisions on the very
likely threshold; i.e., they coordinated around the strategy of not
crossing the potential threshold, making them more efficient. This
(perhaps counterintuitive) result also indicates that efficiency
might not be a good measurement for resource management when
the possibility of an endogenously driven disastrous regime shift
exists. Our results indicate that under certain conditions, i.e.,
cooperation and high risk, a threshold can serve as a focal point
that helps people coordinate and thereby protect ecological
functions they depend on. This suggests that it may be fruitful to
further study how to exploit people’s tendency to simplify
complex problems and coordinate around a solution that seems
easy to achieve (see Schelling 1960 on focal points). If  the
threshold is not known, a potential policy intervention could be
to use safe minimum standards (Ciriacy-Wantrup 1952) as a
signaling device.  

Several experimental studies (e.g., Messick et al. 1988, Budescu
et al. 1990) have shown that introducing environmental
uncertainty in commons dilemmas leads to more cases of
overexploitation. Our results contradict this finding. Those

studies on environmental uncertainty and the studies that
introduced endogenously driven resource dynamics (e.g., Prediger
et al. 2011, Cardenas et al. 2013) did not permit communication.
Previous CPR research shows that face-to-face communication
per se is important for determining whether groups will cooperate
or not (e.g., Pretty 2003, Ostrom 2006). There is also considerable
empirical evidence in the experimental literature of the positive
effect of communication on cooperation (e.g., Sally 1995 and
Balliet 2009 for literature reviews). Lindahl et al. (2014) showed
that the effectiveness of communication (making group
agreements), which underlies cooperation, can be endogenous to
the decision problem. We can support this finding, because there
were differences across the four treatments in making group
agreements in the first round and in cooperation, for which
effective communication is a necessary condition. Lindahl et al.
(2014) could not identify the triggers of effective communication,
whether it is the latent regime shift that people perceive as a threat
or the complex decision problem. Our results support the threat
hypothesis. Indeed, although the level of complexity was similar
in all risk treatments, we found that significantly more groups in
the threshold and high-risk treatments than in the medium- and
low-risk treatments made an agreement in the first round; in the
latter two, the risk, i.e., the threat of a latent regime shift, was
lower. A potential regime shift is clearly associated with potential
welfare losses and can be seen as a threat.  

We focused solely on risk situations; i.e., all the possible outcomes
and their probability distribution are known. This setting could
describe real situations for well-studied ecosystems in which the
probability of a regime shift occurring in the future can be roughly
extrapolated from past behavior in similar systems. However,
many real-life situations are not so clear. For example, one can
usually only predict a range where the system might shift (Biggs
et al. 2012), and often one cannot determine whether a system
has possible alternate regimes and what these might be. Coral
reefs, which are relatively well studied in this respect, can even
have more than two different regimes (Norström et al. 2009). This
profound lack of information about ecosystems calls for further
studies on behavior regarding different aspects of environmental
uncertainty. A natural extension of this study would be to test the
impacts of uncertain threshold location. An experimental study
by Barrett and Dannenberg (2012) on a threshold public-good
game showed that uncertainty about the location of the threshold,
when huge welfare losses were at stake, significantly decreased
contribution levels. However, they used a one-shot game. Future
research could also study people’s behavior toward surprise, e.g.,
an unexpected drop in resource renewal rate, uncertainty about
the size of the hysteresis, or other ecological features. For policy
purposes, it might be relevant to explore whether, and how, the
nonstandard motivations (biases) mentioned above play out in
our experimental design. For example, we could extend the design
to test the effect of how probabilities are presented to the subjects
by using a 10-sided dice instead of a draw to determine the low-
and high-risk treatment scenarios. We believe that rolling a dice
is easier to understand and could therefore diminish the
availability bias, which we hypothesized could be a potential cause
of our counterintuitive results; e.g., medium risk produced more
cooperation than high risk.  

We want to highlight that our results stem from laboratory
experiments with students as subjects and as such we should be
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cautious when we generalize the findings. One criticism relates to
the fact that the typical subjects of laboratory experiments
represent only a very restricted sample of humanity; i.e., they can
be called “weird” (see the Results section and Henrich et al. 2010).
However, our subject pool was relatively diverse; about a third of
our subjects came from a “nonweird” country. We did not find,
however, that the weird index had an effect and that might be
because a “nonweird” student coming to Sweden to study may in
fact have a background similar to that of a “weird” student, which
may render our control unsatisfactory. To increase confidence in
our results, a natural next step would be to take this design to the
field. As Harrison and List (2004) point out, to extrapolate
experimental findings beyond the laboratory, it is necessary to
perform several types of experiments.

CONCLUSIONS
In this experimental study, we explored how groups deal with
different probability levels regarding a latent endogenously driven
ecosystem regime shift that negatively and persistently affects the
availability of a commonly shared resource. We found that
whether or not people face such a latent shift with certainty or
different risk levels (low, medium, high) does not make them more
or less likely to exploit the resource beyond its critical potential
threshold. However, if  the likelihood of the latent shift was certain
or high and if  there were more females in the group, groups were
more prone to initially agree on a common exploitation strategy,
which in turn increased the likelihood of averting the latent shift.
Furthermore, we found that cooperative groups are equally
unlikely to cross the potential threshold. The risk level also
influenced how efficient the groups were in managing the resource
and whether or not groups cooperated. Cooperative groups facing
a threshold with certainty or a 90% chance performed better,
generating higher payoffs and managing the resource more
sustainably. Threshold certainty and a 50/50 chance of being
confronted with a threshold also increased the likelihood of
cooperation. We attributed this outcome, i.e., medium risk
produced more cooperation than high risk, to possible different
behavioral responses to the two ways used to present the
probabilities in the game, i.e., lottery versus flipping a coin. Hence,
risk influenced individual and group behavior in our CPR setting
and triggered certain behaviors, but the exact levels of risk that
triggered a particular behavioral response (group agreement in
round one and cooperation) were ambiguous and need further
exploration.  

Based on the results, some recommendations can be made on how
to support decision making for vulnerable populations whose
actions could trigger ecosystem regime shifts that negatively affect
the basis for their livelihoods. First, the potential for such
undesirable regime shifts should be communicated, especially in
situations when the actual risk is high or certain, because we found
that such situations increase the likelihood of user groups
engaging early in decision making on how to manage the CPR,
which in turn is a predictor for averting an undesirable regime
shift. Second, long-term collective action should be promoted,
because it is likely to prevent latent regime shifts and also enables
more sustainable resource management in social-ecological terms.
Finally, rather than assessing accurate risk levels, clear thought is
needed about how to communicate risks. We found that people
may have difficulties in grasping probabilities other than a 50/50
chance, which they can easily visualize, e.g., flipping a coin. In a

nutshell, the risk level, how it is communicated, and collective
action play a role in preventing human activities like resource
extraction from pushing an ecosystem into an undesirable state.

Responses to this article can be read online at: 
http://www.ecologyandsociety.org/issues/responses.
php/7318
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Appendix 1. Experiment instructions and form for subjects. 
 
This appendix contains the English instructions (the Swedish instructions are available upon 
request) of the threshold treatment and the medium-risk treatment (0.5 probability of a threshold) 
as well as the form on which the subjects indicated their individual harvest decisions in each 
round. The high- and low-risk treatment instructions coincide with the medium-risk treatment 
except for the probabilities (0.9 and 0.1 instead of 0.5) and the information on how the 
experimenter decided upon which scenario will be played (by doing a random draw instead of 
flipping a coin).  
 
Threshold treatment: 
 

INSTRUCTIONS 
 

Thank you for participating in this experiment! It is an experiment dealing with economic 

decision-making. If you follow the instructions carefully and take sound decisions, you can earn 

money. You will receive the compensation for your participation in this experiment (150 SEK) 

plus the additional earnings after the experiment. 

 

Each of you sitting in this room is a fictive resource user. Together with the other experiment 

participants you form a group. You and your group members have common access to a resource 

stock. Each of you can harvest units of this resource. Each harvested unit is worth 5 SEK. 

Accordingly, in case your individual harvest amounts to 20 units at the end of the experiment, 

you will earn 100 SEK (in addition to the show-up fee of 150 SEK). The important thing you 

need to remember is that the more units you harvest the more money you earn.  

 

The experiment lasts several rounds and in each round you take an individual decision of how 

many units of the resource you would like to harvest. The resource regenerates itself before each 

new round. The regeneration depends on how much of the resource stock is left from the 

previous round, which in turn depends on the total harvest of the previous round (sum of your 

and the other participants’ harvest in the previous round). As long as there are units to harvest, 

the experiment continues for a number of rounds. The more rounds you succeed to sustain the 

resource the more you are able to harvest, and respectively earn, in total. The exact amount 

of rounds is unknown to you. If the group’s total harvest is equal to or exceeding the number of 



 

available resource units in one round, the resource regeneration is zero and the experiment ends. 

The harvest you receive in that round (X) is then based on your percentage of the group’s total 

harvest in that round (X = (your harvest/total harvest) * resource stock size). 

 

The exact relation between the size of the resource stock and its regeneration is illustrated in 

Figure 1. 

 

Figure 1  

 

 
 

As the figure illustrates, there is a “threshold” in the resource dynamics. If the size of the resource 

stock is equal to or lower than 19 units, the regeneration capacity decreases drastically. In order 

 5 6 7 8 9 10  20 15  30 25   35   40   45 49 50 

Regeneration 

Units 



 

to get back to a higher regeneration capacity, the resource stock needs to reach an amount of 25 

units or more. 

 

There are 50 units of the resource in the beginning of the experiment. If you, for example, harvest 

together 17 units in the first round, the resource will regenerate itself by 7 units and, hence, the 

resource stock will consist of (50-17+7) = 40 units in round 2. 

 

To ensure clarity, this regeneration process is also illustrated in Table 1.  

 

Table 1 
Resource 

stock size 

Re-

generation  

 Resource 

stock size 

Re-

generation 

 Resource 

stock size 

Re-

generation 

50 0 32 7 14 2 

49 1 31 7 13 2 

48 1 30 7 12 2 

47 1 29 9 11 2 

46 1 28 9 10 2 

45 1 27 9 9 1 

44 3 26 9 8 1 

43 3 25 9  7 1 

42 3 24 7 alt. 1 6 1 

41 3 23 7 alt. 1 5 1 

40 3 22 7 alt. 1 4 0 

39 5 21 7  alt. 1 3 0 

38 5 20 7  alt. 1 2 0 

37 5 19 1 1 0 

36 5 18 1 0 0 

35 5 17 1   

34 7 16 1   

33 7 15 1   

 



 

You take a decision about how many units (in whole numbers, between 0 and current resource 

stock size) you would like to harvest in each round. The individual decisions are communicated 

via protocol and are anonymous. However, this does not mean that you cannot communicate 

orally with each other. The leader of the experiment calculates the total harvest in each round, 

lowers the resource stock by this amount, calculates how many resource units regenerate and 

discloses the new size of the resource stock to you. 

 

After the very last round, you are requested to fill in a short questionnaire. Following, the leader 

of the experiment calls each of you to her desk for the individual payment, which corresponds to 

your total harvest. 

 

In case you have any questions during the experiment, raise your hand and the leader of the 

experiment will come to you. 

 

Summary: 

• You and the other participants in your group share one resource stock. 

• In each round you will take an individual decision of how many units of the resource you 

would like to harvest. 

• As long as the stock size of the resource is between 5 and 49, it regenerates itself every 

round. 

• Since it is a common resource, the regeneration is dependent on the size of the resource 

stock and the total harvest. The exact relation is illustrated in Figure 1 and Table 1.  

• Each unit harvested is worth 5 SEK.  

• As long as the resource regenerates itself the experiment continues, while the exact 

number of rounds is unknown to you. 

• Your harvest converts to SEK in the end of the experiment. 

 

Good luck! 

 



 

Medium-risk treatment: 
 

INSTRUCTIONS 
 

Thank you for participating in this experiment! It is an experiment dealing with economic 

decision-making. If you follow the instructions carefully and take sound decisions, you can earn 

money. You will receive the compensation for your participation in this experiment (SEK 150) 

plus the additional earnings after the experiment. 

 

Each of you sitting in this room is a fictive resource user. Together with the other experiment 

participants you form a group. You and your group members have common access to a resource 

stock. Each of you can harvest units of this resource. Each harvested unit is worth SEK 5. 

Accordingly, in case your individual harvest amounts to 20 units at the end of the experiment, 

you will earn SEK 100 (in addition to the show-up fee of SEK 150). The important thing you 

need to re-member is that the more units you harvest the more money you earn.  

 

The experiment lasts several rounds and in each round you take an individual decision of how 

many units of the resource you would like to harvest. The resource regenerates itself before each 

new round. The regeneration depends on how much of the resource stock is left from the 

previous round, which in turn depends on the total harvest of the previous round (sum of your 

and the other participants’ harvest in the previous round). As long as there are units to harvest, 

the experiment continues for a number of rounds. The more rounds you succeed to sustain the 

resource the more you are able to harvest, and respectively earn, in total. The exact amount 

of rounds is un-known to you. If the group’s total harvest is equal to or exceeding the number of 

available resource units in one round, the resource regeneration is zero and the experiment ends. 

The harvest you receive in that round (H) is then based on your percentage of the group’s total 

harvest in that round (H = (your harvest/total harvest) * resource stock size). 

 

There are two possible scenarios: scenario A and scenario B. The exact relation between the 

size of the resource stock and its regeneration (resource dynamics) for both scenarios is 



 

illustrated in Figure 1 and 2 (following page). However, you do not know which of the two 

scenarios you will play. What you know is that there is a 90% chance that you play scenario A 

and a 10% chance that you play scenario B respectively.  

 

 
Figure 1: Resource dynamics scenario A (without threshold) 

 

 
Figure 2: Resource dynamics scenario B (with threshold) 
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As you can see from Figure 1 and 2, on the right hand side of the bold dashed line (resource stock 

size equal to and higher than 25 units) scenario A and B follow identical dynamics. The 

following example holds for both scenarios: There are 50 units of the resource in the beginning of 

the experiment. If your group, for example, harvests together 17 units in the first round, the 

resource will regenerate itself by 7 units and, hence, the resource stock will consist of 

(50−17+7) = 40 units in round 2. 

On the left hand side of the bold dashed line (resource stock size equal to or lower than 24 units) 

scenario A and B differ from each other. As Figure 2 illustrates, there is a “threshold” in the 

resource dynamics of scenario B. If the size of the resource stock is equal to or lower than 19 

units, the regeneration capacity decreases drastically. In order to get back to a higher regeneration 

capacity, the resource stock needs to reach an amount of 25 units or more. 

 

To ensure clarity, the regeneration processes of both scenarios are also illustrated in Table 1.  

 
Table 1: Resource dynamics of scenario A and scenario B 

 
Resource 
stock size 

 
Regeneration 

(in units of 
resource) 
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Regeneration 

(in units of 
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Resource 
stock size 

 
Regeneration 

(in units of 
resource) 

  
Resource 
stock size 

 
Regeneration 

(in units of 
resource) 

A B   A B   A B   A B 
50 0 0   37 5 5   24 7 7 alt. 1   11 3 2 

49 1 1   36 5 5   23 7 7 alt. 1   10 3 2 

48 1 1   35 5 5   22 7 7 alt. 1   9 1 1 

47 1 1   34 7 7   21 7 7 alt. 1   8 1 1 

46 1 1   33 7 7   20 7 7 alt. 1   7 1 1 

45 1 1   32 7 7   19 5 1   6 1 1 

44 3 3   31 7 7   18 5 1   5 1 1 

43 3 3   30 7 7   17 5 1   4 0 0 

42 3 3   29 9 9   16 5 1   3 0 0 

41 3 3   28 9 9   15 5 1   2 0 0 

40 3 3   27 9 9   14 3 2   1 0 0 

39 5 5   26 9 9   13 3 2   0 0 0 

38 5 5   25 9 9   12 3 2         

 



 

As you can also see here, the regeneration rate of both scenarios is identical for a resource stock 

size between 50 and 25 units and between 9 and 0 units. The grey cells indicate the range of the 

resource stock size where the regeneration rate of scenario A and B differ from each other. The 

following examples point out the differences in the resource dynamics of scenario A and B. 

 

Example scenario A: There are 25 units of the resource at the beginning of round X. If your 

group, for example, harvests in total 10 units in that round, the resource will regenerate itself by 

5 units and, hence, the resource stock will consist of (25−10+5) = 20 units in the following round.  

 

Example scenario B: There are 25 units of the resource at the beginning of round X. If your 

group, for example, harvests in total 10 units in that round, the resource will regenerate itself by 

1 unit and, hence, the resource stock will consist of (25−10+1) = 16 units in the following round. 

You take a decision about how many units (in whole numbers, between 0 and current resource 

stock size) you would like to harvest in each round. The individual decisions are communicated 

via protocol and are anonymous. However, this does not mean that you cannot communicate 

orally with each other. The leader of the experiment calculates the total harvest in each round, 

lowers the resource stock by this amount, calculates how many resource units regenerate and 

discloses the new size of the resource stock to you. 

 

After the very last round, you are requested to fill in a short questionnaire. Following, the leader 

of the experiment calls each of you to her desk for the individual payment, which corresponds to 

your total harvest plus the show-up fee. 

 

In case you have any questions during the experiment, raise your hand and the leader of the 

experiment will come to you. 

 

Summary: 

• You and the other participants in your group share one resource stock. 



 

• In each round you will take an individual decision of how many units of the resource you 

would like to harvest. 

• As long as the stock size of the resource is between 5 and 49, it regenerates itself every 

round. 

• There are two possible scenarios: scenario A (without a threshold) and scenario B (with a 

threshold). However, which scenario is played is unknown to you. 

• Which of the two scenarios you will play was decided by coin flipping.  

• Since it is a common resource, the regeneration is dependent on the size of the resource 

stock and the total harvest. The exact relation is illustrated in Figure 1 and 2 as well as in 

Table 1.  

• Each unit harvested is worth SEK 5.  

• As long as the resource regenerates itself the experiment continues, while the exact 

number of rounds is unknown to you. 

• Your harvest converts to SEK in the end of the experiment.          
 

Good luck! 

  



 

Form for subjects: 

 

Participant no. _____ 
 
 

Round Harvest  Round Harvest  Round Harvest 

        

        

        

        

        

        

        

        

        

        

        

        

        

 
 



  

Appendix 2. Postexperimental questionnaire. 

This appendix contains the latest version of the postexperimental questionnaire. 

 

Post-experiment questionnaire 

�Your participant no. ____ 

What is your age? __ 
What is your gender?  Female __   Male __  
What is your nationality? _______________ 
If you are a student: 

How many semesters did you study so far in total? ___ 
What do you study (program/course)? _______________   

If you are not a student: 
What is your educational background? _______________ 
What is your current occupation? _______________ 

How many in your group did you know from before? __   From where?  _________________ 
Have you been part of a similar experiment before?  Yes __       No__ 
How did you get informed about the experiment?  
Through an advertisement on campus __       Through an advertisement at Lappis __        
Through one of the experiment leaders __      Through a friend __          
 

Questions about the experiment 
Right before the experiment ended, I expected the experiment to last for at least one more 
round. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

Right before the experiment ended, for how many more rounds did you expect the experiment 
to continue? 
No more round __    1-3 rounds more __    4-6 rounds more __    7-9 rounds more __    ≥10 rounds more __ 
 

Assume you would have known in which round the experiment ends, would you have harvested 
the remaining resource units in the last round? Yes __       No__ 
 

 
To what extent do you disagree/agree with the following statements? 
I got a good understanding about how the resource changed over time. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

The instructions and explanations by the experimenters alone provided me with enough infor-
mation to understand the relation between the resource stock size and our harvest decisions. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 



  

Without group discussions, I would not have developed the same understanding of that relation. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

My understanding of that relation improved during the course of the experiment. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

Our group managed to cooperate. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

The communication in our group was effective. We reached agreements. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

There was a leader of discussion in our group. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

There was a high level of trust in our group. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

Fairness played a role in my decision-making. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

We shared the harvest equally. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

While taking my decisions, I took previous decisions of my group members into account. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

While taking my decisions, I took into account whether or not they affect the earnings of my 
group members. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

It was important to me to avoid crossing the threshold. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

If you did NOT communicate/take part in the group discussion – why? (You can tick several 
options.) 

Out of shyness __        Lack of knowledge __        Language barriers __ 
There was no need for communication __        Other reason(s) __________________________ 

�The money I earn through participating in this experiment is a substantial contribution to my  

monthly budget. (PLEASE ANSWER THIS QUESTION AFTER YOU HAVE RECEIVED YOUR EARNINGS!) 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

 
What is your monthly income (i.e. how much money do you have available to spend each month 
including rent)?  

< SEK 7,000 __        SEK 7,000 – 9,000 __        > SEK 9,000 __ 
  



  

There are 27 units of the resource in the current round. If your group harvests together 
5 resource units, how many resource units will there be in the following round?  

Answer for scenario A __ Answer for scenario B __ 
 

There are 16 units of the resource in the current round. If your group harvests together 
6 resource units, how many resource units will there be in the following round?  

Answer for scenario A __ Answer for scenario B __ 
 

Assume you (yourself) were the only resource user, i.e. no one but you harvests the resource. 
What would be your harvest claim in the first round (in resource units)?  

Answer for scenario A __ Answer for scenario B __ 
What would be your harvest claim in the second round (in resource units)? 

Answer for scenario A __ Answer for scenario B __ 
 
 

General questions 
 

Generally speaking, I only trust people that I have known for a while.  
Strongly disagree       1          2          3          4          5       Strongly agree 
 

Generally speaking, there are only a few people I can trust completely. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

Generally speaking, I think of myself as someone that can be trusted. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

Generally speaking, I express my opinion and thoughts openly and feel comfortable in 
discussions. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

Generally speaking, I enjoy working in teams. 
Strongly disagree       1          2          3          4          5       Strongly agree 
 

Imagine you could give some of the money you earn through participating in this experiment to 
charity. Would you do that?  Yes __       No__  
If yes, how much of your earnings (in %) would you give? Please indicate with a cross on the 
scale below. You can also cross between markings. 

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 

	
  
 

And which charity would you chose for example? _______________ 
 
Other comments? _____________________________________________________________ 
____________________________________________________________________________ 

 
Thank you for your participation! 



Appendix 3. Supplementary material to statistical analysis and detailed group information. 
!
This appendix contains specifications on the statistical tests and software we used as well as a 
description of variables used for the statistical analysis (see Table A3.1) and an overview of 
detailed group information (Table A3.2). 
 
Preceding each statistical test, we applied the Shapiro-Wilk test (Shapiro and Wilk 1965) to 
test whether or not the data was normally distributed. If the test produced positive results at a 
5% significance level, we rejected the assumption of normality and we reported results of 
non-parametric tests. To compare proportions across the treatments, we used a Pearson’s chi-
square test (D’Agostino et al. 1988) or a Fisher’s exact test respectively, depending on the 
case frequencies (Kanji 1993).  
 
All reported p-values are two-sided.  All variables used display (mean) group values. We 
consider for all four treatments the first 14 rounds of the game for our analysis. We used the 
statistical software STATA 12.1 from 2012. 
 
As for the logistic regressions, we tested for specification errors, goodness-of-fit, 
multicollinearity as well as for influential observations (do-files are available upon request). 
The reported models hold these diagnostics.  
 
 
Table A3.1.  Description of variables used for analysis. All variables display (mean) group values. 

Variable Value 
range  

Description 

Crossing potential threshold 
(severe overexploitation) 

0 ˅ 1 Group crosses the potential threshold within 14 rounds.  

Modest overexploitation 0 ˅ 1 Group exploits the resource above what is optimal at some point 
during the game but does not cross the potential threshold. 

Depletion 0 ˅ 1 Group depletes the resource stock. When depletion happens in 
agreement, we refer to cooperative depletion. 

Cooperative group 0 ˅ 1 Group is able to reach agreement with respect to its exploitation 
strategy for the entire experiment and the agreements followed 
by all group members, i.e., with no cheating. 

Group agreement round one 0 ˅ 1 Group uses the communication possibility to reach an agreement 
on harvest strategy in the first round. This does not imply that 
subjects actually follow this agreement. 

Efficiency [0, 1] Share of actual joint earnings over the maximum possible. 

Gini coefficient  
(individual earnings) 

[0, 1] Represents the distribution of individual earnings within a group. 

Understanding of resource 
dynamics† 

[1, 5] Perceived understanding about how the resource changes over 
time. 

Gender composition† [0, 1] This variable is dichotomous on individual level (1 = female). 

Group of 4 subjects 0 ˅ 1 Groups consist of three or four subjects (1 = four subjects). 

Weird index† [0, 1] This variable is dichotomous on individual level. Subject from a 
western, educated, industrialized, rich, democratic (weird) 
country = 1, see Henrich et al. (2010). European, North 
American, and Australian subjects are here classified as such.  



 
Know others from before† 

 
[0, 1] 

 
This variable is dichotomous on group level (1 = at least one 
subject indicated knowing someone else from before). 

Age† >18 Number of years spent as part of the biosphere. 
†!Variables obtained from postexperimental questionnaire (see Appendix 2). 
 

 

See Table A3.2 on next page.



 Table A3.2. Detailed group information. 
Group 
name 

Group 
no. 

# sub-
jects 

Coop. 
group 

Gini 
coef. 
= 0 

Crossing 
potential 
threshold 

Depletion Modest 
over-
expl. 

Group 
agree-
ment 
round 
one 

Reasons for crossing potential threshold Reasons for depletion EOG 
effect? 

Threshold treatment 

A03 1 3 Yes No No No No Yes -- -- -- 
B01¶ 2 3 Yes Yes No No No Yes -- -- -- 
B02 3 4 Yes No No No No Yes -- -- -- 
C01 4 3 Yes Yes No No Yes Yes -- -- -- 
CT1| 5 4 No No No No No Yes -- -- -- 
CT2| 6 4 Yes Yes No No Yes Yes -- -- -- 
CT3|,¶ 7 4 Yes Yes No No No Yes -- -- -- 

CT4| 8 4 Yes Yes No No No Yes -- -- -- 
CT5 9 4 No No No No No Yes -- -- -- 
E02 10 4 No No Yes, in 

round 12 
Yes, in 
round 13 

No Yes n/a n/a n/a 

T01 11 4 No No Yes, in 
round 1‡ 

No No No Group agreement in round one only between 3/4 
subjects, the one that did not agree took out 20 
resource stock units.  

-- -- 

T02 12 4 Yes No No No No Yes -- -- -- 
T03 13 3 Yes No No No No Yes -- -- -- 
T04 14 3 Yes No No No No Yes -- -- -- 
T05 15 4 Yes Yes No No No Yes -- -- -- 
T06¶ 16 3 Yes Yes No No No Yes -- -- -- 

T07¶ 17 4 Yes Yes No No No Yes -- -- -- 
T08 18 3 Yes Yes No No Yes Yes -- -- -- 
T09 19 4 Yes No No No No Yes -- -- -- 
T10 20 4 Yes No No No No Yes -- -- -- 

High-risk treatment 

UHT01† 21 3 No No Yes, in 
round 10 

No -- No Combination of poor communication (unclear group 
agreement) and one subject that took much more 
than the others in round 10. 

-- -- 

UHT02† 22 3 No No No No No No -- -- -- 



UHT03† 23 4 No No No No Yes Yes -- -- -- 
UHT04 24 3 No No Yes, in 

round 11 
Yes, in 
round 12 

-- Yes One subject harvested more than agreed upon. Trust eroded, decision of the other two subjects to 
deplete stock in round after they crossed the 
threshold by taking each the available stock size.  

No 

UHT05†,¶ 25 4 Yes Yes No No No Yes -- -- -- 

UHT06† 26 4 No No No No No Yes -- -- -- 
UHT07† 27 4 Yes Yes No No Yes Yes -- -- -- 

UHT08† 28 3 No No Yes, in 
round 10 

No -- Yes Crossed the threshold on purpose, group wanted to 
know which scenario they play. 

-- -- 

UHT09† 29 4 No No No No Yes Yes -- -- -- 
UHT10† 30 4 No No Yes, in 

round 2 
Yes, in 
round 3 

-- No Combination of cheating and misunderstanding of 
the cheater regarding the hysteresis effect. 

Trust eroded, all but one subject harvested more than 
agreed upon (harvest of 1 resource stock unit) which 
lead to depletion of the resource. 

No 

UHT11† 31 3 Yes No No Yes, in 
round 12§ 

No Yes -- Due to believe that game would end soon. Yes 

UHT12¶ 32 4 Yes Yes No No No Yes -- -- -- 

UHT13† 33 4 Yes Yes No No Yes Yes -- -- -- 
UHT14† 34 3 Yes No No No No Yes -- -- -- 
UHT15 35 4 Yes Yes No No No  Yes -- -- -- 
UHT16† 36 4 No No No No No Yes -- -- -- 

UHT17† 37 3 No No Yes, in 
round 6‡ 

No -- Yes Crossed the threshold on purpose, group wanted to 
know which scenario they play. 

-- -- 

UHT18 38 4 Yes No No No No Yes -- -- -- 
UHT19† 39 4 Yes No No No Yes Yes -- -- -- 
UHT20† 40 4 No No No No Yes Yes -- -- -- 
UHT21† 41 4 No No Yes, in 

round 8 
Yes, in 
round 12 

-- Yes Combination of cheating and misunderstanding of 
the cheater regarding the hysteresis effect. 

Trust eroded and although they initially decided to 
rebuild the resource stock, in round 12, one subject 
took it all. 

No 

Medium-risk treatment 

U01¶ 42 3 Yes Yes No No No Yes -- -- -- 
U02† 43 4 Yes No No No No Yes -- -- -- 

U03†,¶ 44 4 Yes Yes No No No Yes -- -- -- 
U04 45 3 Yes No No No No Yes -- -- -- 
U05† 46 4 Yes No No No No Yes -- -- -- 

U06†,¶ 47 3 Yes Yes No No No Yes -- -- -- 
U07 48 4 Yes No No No No Yes -- -- -- 



U08† 49 4 Yes No No No No Yes -- -- -- 
U09 50 3 No No Yes, in 

round 2 
Yes, in 
round 5 

No No Poor communication (weak group agreements). No agreements for rebuilding the stock, stock 
decreases to 5 units and then they deplete it. 

No 

U10†,¶ 51 4 Yes Yes No No No Yes -- -- -- 
U11†,¶ 52 4 Yes Yes No No No Yes -- -- -- 

U12† 53 4 Yes No No No No Yes -- -- -- 
U13 54 4 Yes No No No No Yes -- -- -- 
U14 55 4 Yes No No No No Yes -- -- -- 
U15†,¶ 56 4 Yes Yes Yes, in 

round 10 
Yes, in 
round 11§ 

No Yes Miscalculation of group. When they realized the calculation mistake in the 
round after they crossed the threshold (and that they 
played scenario B), they decide to end the game by 
depleting the remaining resource stock. 

No 

U16† 57 4 No No Yes, in 
round 14 

No No No Two subjects harvested more than agreed upon. -- -- 

U17† 58 4 Yes No No No No Yes -- -- -- 
U18† 59 4 No No No No Yes No -- -- -- 

U19† 60 4 No No Yes, in 
round 1‡ 

No No No No communication in round one (in which they 
crossed the threshold). 

-- -- 

U20 61 4 Yes Yes No No Yes Yes -- -- -- 
U21 62 4 Yes No No No No Yes -- -- -- 
U22 63 4 No No Yes, in 

round 7 
Yes, in 
round 8§ 

No Yes Miscalculation of group. When they realized the calculation mistake in the 
round after they crossed the potential threshold, they 
decide to end the game by depleting the remaining 
resource stock. The group did not realize that they 
actually played scenario A. 

No 

U23 64 3 No No Yes, in 
round 14 

No No No Crossed the threshold on purpose, group wanted to 
know which scenario they play. 

-- -- 

Low-risk treatment 

ULT01 65 3 No No No No Yes Yes -- -- -- 
ULT02 66 4 Yes Yes No Yes, in 

round 7§ 
Yes Yes -- Due to believe that game would end soon. Yes 

ULT03 67 3 Yes No No No No Yes -- -- -- 
ULT04 68 3 No No Yes, in 

round 4 
No No No No communication at all. -- -- 

ULT05† 69 3 Yes No Yes, in 
round 10 

Yes, in 
round 12§ 

No Yes Crossed the threshold on purpose, group wanted to 
know which scenario they play and slowly decrease 
the resource stock. 

Two rounds later they decided to deplete the 
resource stock before the experimenters would end 
the game. 

Yes 



ULT06 70 4 Yes Yes No No No Yes -- -- -- 
ULT07† 71 4 No No Yes, in 

round 1 
Yes, in 
round 2 

No No One subject did not take part in deciding on group 
agreements, this subject made the group cross the 
threshold.  

Trust eroded, long discussion on collaboration, trust, 
individual gain. Group decided to take 0 resource 
stock units in next round. All do so but one subject; 
he/she depleted the stock (not the one that made the 
group cross the threshold). 

No 

ULT08| 72 4 No No Yes, in 
round 13 

No No No Crossed the threshold on purpose, group wanted to 
know which scenario they play. 

-- -- 

ULT09 73 3 No No Yes, in 
round 12 

No  No No  -- -- 

ULT10¶ 74 3 Yes Yes Yes, in 
round 5 

Yes, in 
round 9§ 

No Yes Crossed the threshold on purpose while slowly 
reduce the resource stock. 

Decided to deplete the resource stock four rounds 
after they crossed the threshold since they believed 
the game would end before they can bring back the 
stock to a higher regeneration rate. 

Yes 

ULT11 75 3 No No Yes, in 
round 8 

Yes, in 
round 13§ 

No No One subject refused to cooperate. First group agreement happened in round 13, when 
they decided to end the game. 

No 

ULT12¶ 76 3 Yes Yes No No Yes Yes -- -- -- 
ULT13 77 3 No No No No Yes No -- -- -- 
ULT14 78 4 No No No Yes, in 

round 12§ 
No No -- Due to believe that game would end soon. Yes 

ULT15 79 3 No No Yes, in 
round 14 

No  No No Crossed the threshold on purpose, group wanted to 
know which scenario they play.  

-- -- 

ULT16 80 4 Yes No No No No Yes -- -- -- 
ULT17 81 4 No No No No Yes Yes -- -- -- 
ULT18¶ 82 4 Yes Yes No No No Yes -- -- -- 
ULT19 83 4 Yes No No No No Yes -- -- -- 
ULT20 84 4 No No No No No Yes -- -- -- 

Note: Expl. means exploitation. EOG means end of game effect, i.e. group ended the game due to believe that experimenters would end it soon. Note that a group that crossed the 
potential threshold and depleted the resource stock within the same round was not classified as a group that crossed the potential threshold. 
†These groups played scenario B.!
‡These groups reversed the regime shift, i.e. they rebuilt the resource stock to the higher regeneration rate. 
§These groups depleted the resource stock in cooperation. 
|These groups played less than 14 rounds (CT02 and CT04 played 12 rounds and the other groups played 13 rounds) due to time restrictions.  
¶These groups shared the harvest equally in each round throughout the entire game. 

!
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Appendix 4. Risk game. 

This appendix contains the design, instructions and more detailed results (see Table A4.2) of a 
risk game that we employed in order to explore the risk preferences of our experimental 
subjects. We provide specifications of how the four treatments we used differ (see also Table 
A4.1) and how these different treatments affect choices.  
 
In the risk game, subjects got to choose individually between three paired lotteries (A and B), 
where B was more risky than A, i.e. had a wider payoff spread. The expected utility (payoff) 
of A and B was varied across the three choices by changing the probability levels. This game 
is based on the one by Holt and Laury (2002). We have shortened (three instead of originally 
ten choices) and modified it (framed it in terms of losing and investing resource stock units) 
to fit it to our experiment. Due to this simplification, please note that this task provides us 
only with information on whether or not our subjects are extremely risk-averse or extremely 
risk-seeking (because the intermediate probabilities are not observed). 
 
In total, we collected 253 observations of which we could only use 214 due to the fact that 
some answers were inconsistent or difficult to interpret. We alternated between four 
treatments: 1) ‘no loss, low stakes’ (74 observations), 2) ‘no loss, high stakes’ (45 
observations), 3) ‘investment, low stakes’ (42 observations) and 4) ‘investment, high stakes’ 
(53 observations). By comparing results from the first two treatments, we can deduce if stakes 
influence the level of risk aversion. In the latter two treatments, we asked our participants to 
give up some of their earnings from what they had earned during the experiment. We added 
these two latter treatments to see whether or not subjects were more averse to risk when losses 
were involved compared to when only potential gains were involved. We employed these four 
different treatments in order to explore whether or not low vs. high stakes and no investment 
vs. investment influence behavior, as predicted by prospect theory (Kahneman and Tversky 
1979). It is important to note that the subjects always had the option of opting out of the risk 
game. The most important question was to assess the risk preferences of our subjects.  
 
The instructions we provide below are the ones for the ‘no loss, low stakes’ treatment. The 
instructions of the other no loss treatment coincides with this one except for the amount of 
money one can win (see Table A4.1 for more detailed information). For the two investment 
treatments, the potential earnings coincide with the no loss treatments but additionally 
subjects need to invest money in order to take part in the game.  
 
Instructions for the ‘no loss, low stakes’ risk game treatment:	
   	
   	
  

Participant	
  no.______	
  

You	
  now	
  have	
  the	
  chance	
  to	
  earn	
  some	
  extra	
  resource	
  units.	
  The	
  exact	
  amount	
  of	
  these	
  
extra	
  units	
  depends	
  on	
  the	
  choices	
  you	
  will	
  make.	
  Please	
  note	
  that	
  you	
  cannot	
  lose	
  any	
  of	
  
your	
  already	
  earned	
  resource	
  units	
  by	
  participating	
  in	
  this	
  exercise.	
  	
  

For	
  the	
  three	
  questions	
  below,	
  we	
  ask	
  you	
  to	
  decide	
  between	
  two	
  options.	
  For	
  each	
  
question	
  please	
  indicate	
  whether	
  you	
  prefer	
  option	
  A	
  or	
  B.	
  



After	
  you	
  made	
  your	
  choices,	
  one	
  of	
  the	
  decisions	
  will	
  be	
  picked	
  through	
  a	
  random	
  draw.	
  
The	
  amount	
  of	
  extra	
  earned	
  resource	
  units,	
  which	
  will	
  be	
  converted	
  to	
  SEK,	
  depends	
  
therefore	
  on	
  the	
  option	
  you	
  chose	
  for	
  each	
  decision	
  and	
  chance.	
  	
  
	
  

	
  

1. Option	
  A	
  gives	
  you	
  SEK	
  15	
  (3	
  extra	
  resource	
  units)	
  with	
  a	
  10	
  percent	
  chance	
  or	
  SEK	
  10	
  
(2	
  extra	
  resource	
  units)	
  with	
  a	
  90	
  percent	
  chance.	
  	
  

Option	
  B	
  gives	
  you	
  SEK	
  20	
  (4	
  extra	
  resource	
  units)	
  with	
  a	
  10	
  percent	
  chance	
  or	
  SEK	
  5	
  
(1	
  extra	
  resource	
  unit)	
  with	
  a	
  90	
  percent	
  chance.	
  

I	
  choose	
  option:___________	
  

	
  

	
  

2. Option	
  A	
  gives	
  you	
  SEK	
  15	
  (3	
  extra	
  resource	
  units)	
  with	
  a	
  50	
  percent	
  chance	
  or	
  SEK	
  10	
  
(2	
  extra	
  resource	
  units)	
  with	
  a	
  50	
  percent	
  chance.	
  	
  

Option	
  B	
  gives	
  you	
  SEK	
  20	
  (4	
  extra	
  resource	
  units)	
  with	
  a	
  50	
  percent	
  chance	
  or	
  SEK	
  5	
  
(1	
  extra	
  resource	
  unit)	
  with	
  a	
  50	
  percent	
  chance.	
  

	
  

I	
  choose	
  option:___________	
  

	
  

	
  

3. Option	
  A	
  gives	
  you	
  SEK	
  15	
  (3	
  extra	
  resource	
  units)	
  with	
  a	
  90	
  percent	
  chance	
  or	
  SEK	
  10	
  
(2	
  extra	
  resource	
  units)	
  with	
  a	
  10	
  percent	
  chance.	
  	
  

Option	
  B	
  gives	
  you	
  SEK	
  20	
  (4	
  extra	
  resource	
  units)	
  with	
  a	
  90	
  percent	
  chance	
  or	
  SEK	
  5	
  
(1	
  extra	
  resource	
  unit)	
  with	
  a	
  10	
  percent	
  chance.	
  

I	
  choose	
  option:___________	
  

 
 
 
Table A4.1, on the next page, compares the four risk game treatments in terms of expected 
values and payoff differences. By means of this information, we can determine the risk 
preferences of our subjects. An extremely risk-averse subject, for example, makes the 
following choices: option A for all three decisions (independent of treatment) because the 
lottery is safer. 
	
  



Table A4.1. Comparison of the four risk game treatments in terms of expected values and payoff differences. 
Prob means probability.  
Treatment 1: no loss, low takes                       

Option A   B ("risky" option) 
Expected 

payoff 
difference 

Decision  Prob SEK Prob SEK Expected value   Prob SEK Prob SEK Expected value 
 1 0.1 15 0.9 10 10.5   0.1 20 0.9 5 6.5 4 

2 0.5 15 0.5 10 12.5   0.5 20 0.5 5 12.5 0 
3 0.9 15 0.1 10 14.5   0.9 20 0.1 5 18.5 -4 

                            
 Treatment 2: no loss, high stakes                    

Option A   B ("risky" option) 
Expected 

payoff 
difference 

Decision  Prob SEK Prob SEK Expected value   Prob SEK Prob SEK Expected value 
 1 0.1 60 0.9 40 42   0.1 80 0.9 20 26 16 

2 0.5 60 0.5 40 50   0.5 80 0.5 20 50 0 
3 0.9 60 0.1 40 58   0.9 80 0.1 20 74 -16 

 
                          

 Treatment 3: investment (SEK 10), low stakes                

Option A   B ("risky" option) 
Expected 

payoff 
difference 

Decision  Prob SEK Prob SEK Expected value   Prob SEK Prob SEK Expected value 
 1 0.1 15 0.9 10 10.5   0.1 20 0.9 5 6.5 4 

2 0.5 15 0.5 10 12.5   0.5 20 0.5 5 12.5 0 
3 0.9 15 0.1 10 14.5   0.9 20 0.1 5 18.5 -4 

                            
 Treatment 4:  investment (SEK 40), high stakes                

Option A   B ("risky" option) 
Expected 

payoff 
difference 

Decision  Prob SEK Prob SEK Expected value   Prob SEK Prob SEK Expected value 
 1 0.1 60 0.9 40 42   0.1 80 0.9 20 26 16 

2 0.5 60 0.5 40 50   0.5 80 0.5 20 50 0 
3 0.9 60 0.1 40 58   0.9 80 0.1 20 74 -16 

 
 
Table A4.2. Results of the risk game.   

 Treatment 1 Treatment 2 Treatment 3 Treatment 4 

 N % N % N % N % 

Extremely risk-averse 12 16 12 27 10 24 9 17 

Neither of both 57 77 32 71 31 74 40 75 

Extremely risk-seeking 5 7 1 2 1 2 4 8 
N = number subjects. 
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Appendix 5. Optimal claims. 

Table A5.1. Optimal claims for each resource stock size under the assumption that each group member believes 
that the game will continue one more round with a high enough probability. 

Scenario A  
(logistic type of resource dynamics, no threshold) 

Scenario B  
(resource dynamics with threshold) 

Resource 
stock     
size (x) 

Reg. 
rate 

Optimal 
claim 

 # rounds 
until x = 
34 = R 

Harvest 
during R   

Resource 
stock     
size (x) 

Reg. 
rate 

Optimal 
claim 

 # rounds 
until x = 
34 = R 

Harvest 
during 
R 

50 0 25 1 25   50 0 25 1 25 
49 1 24 1 24   49 1 24 1 24 
48 1 23 1 23   48 1 23 1 23 
47 1 22 1 22   47 1 22 1 22 
46 1 21 1 21   46 1 21 1 21 
45 1 20 1 20   45 1 20 1 20 
44 3 19 1 19   44 3 19 1 19 
43 3 18 1 18   43 3 18 1 18 
42 3 17 1 17   42 3 17 1 17 
41 3 16 1 16   41 3 16 1 16 
40 3 15 1 15   40 3 15 1 15 
39 5 14 1 14   39 5 14 1 14 
38 5 13 1 13   38 5 13 1 13 
37 5 12 1 12   37 5 12 1 12 
36 5 11 1 11   36 5 11 1 11 
35 5 10 1 10   35 5 10 1 10 
34 7 9 1 9   34 7 9 1 9 
33 7 8 1 8   33 7 8 1 8 
32 7 7 1 7   32 7 7 1 7 
31 7 6 1 6   31 7 6 1 6 
30 7 5 1 5   30 7 5 1 5 
29 9 4 1 4   29 9 4 1 4 
28 9 3 1 3   28 9 3 1 3 
27 9 2 1 2   27 9 2 1 2 
26 9 1 1 1   26 9 1 1 1 
25 9 0 1 0   25 9  0 1 0 
24 7 4 2 6   24 7 alt. 1 4 alt. 0 2 6  alt. 0 
23 7 3 2 5   23 7 alt. 1 3 alt. 0 2  alt. 3  5  alt. 0 
22 7 2 2 4   22 7 alt. 1 2 alt. 0 2  alt. 4 4  alt. 0 
21 7 1 2 3   21 7 alt. 1 1 alt. 0 2  alt. 5 3  alt. 0 
20 7 0 2 2   20 7 alt. 1 0 2  alt. 6 2  alt. 0 
19 5 4 3 6   19 1 0 7 0 
18 5 3 3 5   18 1 0 8 0 



17 5 2 3 4   17 1 0 9 0 
16 5 1 3 3   16 1 0 10 0 
15 5 0 3 2   15 1 0 11 0 
14 3 2 4 4   14 2 0 11 0 
13 3 1 4 3   13 2 1 12 1 
12 3 0 4 2   12 2 0 12 0 
11 3 1 5 3   11 2 1 13 1 
10 3 0 5 3   10 2 0 13 0 
9 1 0 6 3   9 1 0 14 0 
8 1 0 7 3   8 1 0 15 0 
7 1 0 8 3   7 1 0 16 0 
6 1 0 9 3   6 1 0 17 0 
5 1 0 10 3   5 1 0 18 0 

Note that in scenario B, there is hysteresis between a resource stock size of 20 and 24 units. This implies that the 
regeneration rate depends on the most recent resource stock size. If the most recent stock size has been 20 units 
or below, the growth rate is one instead of seven and in this case, the optimal claim between 20 and 24 units 
should equal zero. Reg. stands for regeneration (second column). Optimal claim means sum of individual harvest 
decisions (third column). The fourth column (# rounds until x = 34 = R) indicates the number of consecutive 
rounds necessary to reach a resource stock of 34 units. The fifth column indicates the possible overall group 
harvest to reach a resource stock of 34 units. 

 



Appendix 6. Intuition underlying our hypotheses and proofs. 
 
We rely on methods from repeated game theory and focus on the conditions under which 
different equilibrium outcomes can be sustained in the different treatments, i.e. we look at 
which resource stock sizes the group could possibly sustain for the entire game. Please see 
Lindahl et al. (2012, 2014) for a more detailed description of the game situation. 

The subjects of our experiment play a dynamic CPR game with an indefinite time horizon 
(Carmichael 2005), i.e. they know that the game will end at some point but not exactly when. 
At each stage (round) of the game, each subject (player) i in the group has, however, an 
individual perception about the likelihood whether or not the game will last another round (we 
can also call it a discount factor), which we denote δi (Fudenberg and Tirole 1998). These 
subjective probabilities will be crucial, which will become clearer as we go on.  

Assume the following strategy for each player 𝑖 ∈ 1,… , 𝑛 , where n is the total number of 
players in the group: a) In the first round, take 50 − 𝑥 𝑛 units of the resource stock (to reach 
a stock size of x) and then, from the second round and onwards, take 𝐻! 𝑛 units1,2, where Hx 
denotes the sustainable yield to keep stock size x. b) If in some round t someone in the group 
deviates from this strategy (i.e. the new stock size is not x), then deplete the resource stock in 
the next round, t+1, i.e. claim (harvest) the entire resource stock. The maximum possible 
amount to claim is the current resource stock size (see Instructions in Appendix 1 for equation 
of individual payment calculation in case of depletion). Hence, for the deviating player in 
round t, the optimal deviation is to claim the entire resource stock (xt) in period t. Equation 
(A6.1) gives the payment (payoff) PDC of a player i who deviates when all other players in the 
group play according to the strategy described above (i.e. cooperate), hjt represents the 
claimed harvest of player j (who plays according to the strategy), where j ≠ i. 

       𝑃!" =
!!!

!!! !!"!∈!,!!!
     (A6.1) 

If all players deplete the resource in the same round, the associated payoff for each player is 
xt/n. Let 𝛿! denote the expected discounted value of one unit harvested capturing the 
subjective discount factor of player i that the game will continue for one more round (in round 
t). Equation (A6.2) shows the total payoff, for player i who follows the strategy for the entire 
game, given that all other players do so as well. The first term refers to the payoff, P(n,δi), in 
the first round (round 0) and the second term to the sum of the continuation payoffs in all 
subsequent rounds. 

𝑃 𝑛, 𝛿! = !"!!
!

+ 𝛿!!!
!!!

!!
!

         (A6.2) 

The regeneration rate Hx (i.e. the sustainable yield to keep stock size x) is, however, in the risk 
treatments not known with certainty for stock sizes  𝑥 ∈ 10,11,12,… 19 . We refer to the 

                                                
1 Note that we focus only on strategies supporting equal sharing equilibrium outcomes (if an equilibrium is 
sustained, it is based on equal shares of the resource stock size) because this is actually consistent with what we 
observed in the experiment. Whereas some of these equal sharing groups shared the harvest equally in each 
round, others used a rotating scheme to share the harvest equally over time. 
2 Note that in the risk treatments, for the range of resource stock sizes where the regeneration rates differ 
(𝑥 ∈ 10,11,12,… 19 ) the actual scenario played (scenario A (no threshold) or scenario B (threshold)) will be 
revealed after the first round because the regeneration rates differ. 



probability of a threshold (scenario B) as Pr  (𝑇) and to the probability of no threshold 
(scenario A) as 1 − Pr  (𝑇). Further, we denote regeneration rate when there is a threshold as 
𝐻!! and when there is no threshold as 𝐻!!". Equation (A6.2) can then be rewritten:   

                                   𝑃 𝑛, 𝛿! = !"!!
!

+ 𝛿!!!
!!! 𝐸𝑈 !" ! !!!!(!!!" ! )!!!"

!
                          (A6.3) 

Here, the expected utility (EU) from the uncertain continuation payoff can belong to a risk-
neutral, averse or seeking player. From Equations (A6.1-A6.3), we can derive the necessary 
conditions for the outcome (a sustained stock size of x) to be sustainable as an equilibrium 
outcome: In the very first round, the payoff for a player who follows the described strategy 
for the entire game (given the other players do so as well) must be equal to or bigger than the 
payoff the player would get by deviating, i.e. depleting the resource stock, in the very first 
round. To save space, let 𝐸𝑈 𝐻! 𝑛  denote 𝐸𝑈 Pr  (𝑇 𝐻!! + 1 − Pr  (𝑇) H!!") 𝑛 . In the very 
first round, no player deviates if Equation (A6.4) holds: 

              for  all  𝑖   ∈   𝑛 

!"!!
!

+ 𝛿!!!
!!! 𝐸𝑈 !!

!
≥ !"!

!"!!"!!! !!!
                                 (A3.4) 

!
!!!!

𝑛  𝐸𝑈 !!
!

≥ !"!!
!"!!"!!! !!!

− 50 − 𝑥 − 𝑛𝐸𝑈 !!
!

                            (A3.4) 

!""!! !! !"!! !  !" !!
!

!"!!!! !""!! !! !"!! !"!!!!  !" !!
!

≥ 1 − 𝛿!                                (A3.4) 

𝛿! ≥ 𝛿 𝑥 = !"!!!! !""!! !! !"!! !"!!

!"!!!! !""!! !! !"!! !"!!!!  !" !!
!

                                  (A6.4) 

It is easy to verify that the critical discount factor 𝛿 𝑥  of a risk averse player is for 
𝑥 ∈ 10,11,12,… 19  higher than that of a risk neutral player because 𝐸𝑈!"#$%# 𝐻! 𝑛 <
𝐸𝑈!"#$%&' 𝐻! 𝑛 . Exactly how much higher will depend on the assumptions one makes on the 
level of risk aversion. (For a risk seeking player, the critical discount factor would be lower 
than that of a risk neutral player.) 

In the subsequent rounds, because the players face the same game in each round, it is 
sufficient to check that the continuation payoff at time t is equal to or larger than the deviation 
payoff. Note that in subsequent rounds, there is no longer any uncertainty about the 
regeneration rate because the true scenario will be revealed after the first round. Thus, the 
following needs to hold:  

      for  all  𝑖 ∈ 𝑛 

𝛿!
!!!!

!!!
!!
!

≥ !!!! !

!!!!!
!! !!!

!

                                                                                        (A3.5)  

!
  !!!!

≥ !!!! !!!

!!!! !!!! !!! !!
                                     (A3.5)  

 !!!! !!!! !!! !!
!!!! !!!

≥ 1 − 𝛿!                                      (A3.5) 

  𝛿! ≥ 𝛿 𝑥 = !!!! !!!! !!!!! !!!! !!
!!!! !!!

                                     (A6.5) 



For all parameters in our model, we have verified that if Equation (A6.4) holds, then Equation 
(A6.5) also holds (these calculations are available upon request). In Table A6.1, we present 
the critical discount factor, from Equation (A6.4), for all resource stock sizes for all four 
treatments. The risk treatments discount factors are based on risk neutral players. 

The first observation we can make is that if all players in a group, for all rounds of the game, 
believe that the game will last another round with a high enough probability (𝛿! ≥ 𝛿 𝑥 ), then 
each resource stock size of the game, 𝑥 ∈ 5,6,7,… ,50 , can be sustained as an equilibrium 
outcome. This critical value (𝛿 𝑥 ) varies with the regeneration rate of the resource stock. To 
stay at a given stock size, the group can harvest an amount exactly corresponding to the 
regeneration rate at that stock size. So if the group is at a given resource stock size, and if the 
regeneration rate is relatively high, the incentive to deviate and deplete the resource stock is 
low because the expected value of the sum of future payoffs is also relatively high (the group 
will be able to harvest a high amount of resource units each round). This means that the 
critical value of the subjective discount factor can be lower. From Lindahl et al., we know that 
the critical value 𝛿 𝑥  will be the same in all treatments for those resource stock sizes where 
the regeneration rate is the same. Thus, it will be the same for stock sizes of 𝑥 ∈ 5,6,7,8,9 ∪
20,21,22,… ,50 .   

For resource stock sizes where the regeneration rates potentially differ, i.e. for 
𝑥 ∈ 10,11,12,… ,19 , 𝛿 𝑥  will be higher the more likely a threshold is (because the expected 
regeneration rate is lower). This is illustrated in Figure A6.1 (see also Table A6.1) where we 
have depicted these critical values for 𝑥 ∈ 5,6,7,8,9 ∪ 20,21,22,… ,50  and for all four 
treatments (for a game with 4 players).  

 
Fig. A6.1. Comparison of the critical values of the discount factor for the threshold (T), 
high-risk (HRT), medium-risk (MRT) and low-risk (LRT) treatment with four players. 

 

Between stock sizes of 10 and 19, the incentive to deviate is higher and increasing with the 
probability of a threshold because the probability is high that the regeneration rate could 
become low. Thus, stock sizes between 10 and 19 (the range where the group would cross the 
threshold and where we find severe overexploitation according to the definition) are harder to 
sustain throughout the game the higher the probability of a threshold is.  

0.88

0.90

0.92

0.94

0.96

0.98

1.00

5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

C
rit

ic
al

 v
al

ue
 d

is
co

un
t f

ac
to

r

Equilibrium stock size sustained

T
HRT
MRT
LRT



To be able to formulate hypotheses based on Table A6.1, we need to make some assumptions 
about the distribution of the discount factors of the players in the game. We denote this 
distribution F(δi). We need to assume, for example, that the range of the critical values for the 
discount factors, which is in the range between 0.930 and 0.995, is a subset of the range of 
F(δi). Moreover, the distribution F(δi) is independent of treatment. Whereas the latter 
assumption is relatively straightforward, the former may need some elaboration. If the first 
assumption does not hold, i.e. if the discount factors of all players are below (above) the range 
of critical values, then no (all) equilibrium(s) can be sustained in the game and we would not 
see a distinction between the treatments. 

Table A6.1. Critical discount factors for all resource stock sizes for all four treatments. 
Stock 
size T HRT MRT LRT   Stock 

size T HRT MRT LRT 

5 0.987 0.987 0.987 0.987   28 0.934 0.934 0.934 0.934 
6 0.987 0.987 0.987 0.987   29 0.936 0.936 0.936 0.936 
7 0.987 0.987 0.987 0.987   30 0.950 0.950 0.950 0.950 
8 0.988 0.988 0.988 0.988   31 0.951 0.951 0.951 0.951 
9 0.988 0.988 0.988 0.988   32 0.952 0.952 0.952 0.952 
10 0.977 0.976 0.971 0.967   33 0.953 0.953 0.953 0.953 
11 0.978 0.977 0.972 0.968   34 0.954 0.954 0.954 0.954 
12 0.978 0.977 0.973 0.969   35 0.967 0.967 0.967 0.967 
13 0.979 0.978 0.973 0.969   36 0.968 0.968 0.968 0.968 
14 0.979 0.978 0.974 0.970   37 0.969 0.969 0.969 0.969 
15 0.990 0.986 0.970 0.954   38 0.969 0.969 0.969 0.969 
16 0.990 0.986 0.970 0.955   39 0.970 0.970 0.970 0.970 
17 0.990 0.986 0.971 0.956   40 0.982 0.982 0.982 0.982 
18 0.990 0.987 0.972 0.957   41 0.982 0.982 0.982 0.982 
19 0.991 0.987 0.972 0.958   42 0.983 0.983 0.983 0.983 
20 0.939 0.939 0.939 0.939   43 0.983 0.983 0.983 0.983 
21 0.940 0.940 0.940 0.940   44 0.983 0.983 0.983 0.983 
22 0.942 0.942 0.942 0.942   45 0.995 0.995 0.995 0.995 
23 0.943 0.943 0.943 0.943   46 0.995 0.995 0.995 0.995 
24 0.944 0.944 0.944 0.944   47 0.995 0.995 0.995 0.995 
25 0.930 0.930 0.930 0.930   48 0.995 0.995 0.995 0.995 
26 0.932 0.932 0.932 0.932   49 0.995 0.995 0.995 0.995 
27 0.933 0.933 0.933 0.933             

Note: T denotes threshold, HRT high-risk, MRT medium-risk and LRT low-risk treatment. The discount 
factors of the latter three treatments (risk treatments) are based on risk neutral players. 
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